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## CHAPTER 1

## INTRODUCTION

By George L. Ragan

The course of the development of techniques and applications of radio frequencies has been one of progression from low frequencies to higher and higher frequencies. Most recently this progression has seen the development, at a greatly accelerated rate, of techniques and applications of the extremely high frequencies of the microwave region. The rapidity with which this region of the radio-frequency spectrum has been developed is a result of the expenditure of an enormous effort in the design and manufacture of devices using these waves to advantage in military applications. Radar apparatus, used to detect objects and to determine their location, is of course the most familiar of these devices. Applications such as those of navigation and communication, however, are also very important and should not be overlooked. Although the impetus resulting in the accelerated development of the microwave region came from the pressure of military needs, the techniques and apparatus developed have many peacetime applications.

It is impossible to give an exact definition of the limits of frequency or wavelength implied by the term "microwave." The microwave circuits to be described in this volume were developed for operation within the region of wavelengths extending from about 12 cm down to about 1.2 cm , the corresponding frequencies being 2500 to $25,000 \mathrm{Mc} / \mathrm{sec}$. The term "microwave" is usually considered to embrace a somewhat broader region of the radio-frequency spectrum, perhaps including all wavelengths shorter than about 30 cm or frequencies exceeding about $1000 \mathrm{Mc} / \mathrm{sec}$.

Microwaves are unique among electromagnetic waves in that their wavelength is of the same order of magnitude as the dimensions of the apparatus in which they are used. The closest analogy to microwave phenomena is to be found in sound waves, which have wavelengths of the same order of magnitude. Like sound waves, microwaves may be propagated along hollow tubes and focused into a sharp beam by means of horns or parabolic reflectors of moderate size. Another analogy that is sometimes useful in the understanding of microwave phenomena is to be found in a study of the diffraction of light waves in passing through holes or slits the dimensions of which are comparable with the wavelengths of the light waves.

Among the properties of microwaves which are useful are the following:

1. Microwaves may be directed into sharp beams of radiation by means of relatively small horns or reflectors. This property makes them especially valuable in applications requiring antennas of high gain or high angular resolution. Radar makes use of this property in order to obtain precise information concerning the direction of a reflecting object.
2. An enormous number of bands, each broad in terms of cycles per second, may be contained within a region covering a range in frequency of only a few per cent. For example, 500 bands, each $1 \mathrm{Mc} / \mathrm{sec}$ wide, may be used in the region from 2500 to $3000 \mathrm{Mc} / \mathrm{sec}$ ( 12 to 10 cm ) or in the region from 29,500 to $30,000 \mathrm{Mc} / \mathrm{sec}(1.02$ to 1.00 cm ).
3. Pulses of extremely short duration may be used, since the sidebands introduced by the pulse modulation represent a relatively small percentage spread in frequency.

The circuits used at microwave frequencies are radically different from those used at lower frequencies. During the previous stages in the evolution toward higher frequencies, little fundamental change had been necessary. The process had been one of improvement and refinement of the older techniques and circuits along well-defined and clear-cut lines. As the wavelength decreased to the point where it became comparable with the dimensions of the apparatus, the older circuits became impractical. For example, lumped circuits became prohibitively small and entailed excessively large losses, and two-wire lines suffered from increasingly serious radiation effects. The smallness of the wavelength, which led to the downfall of the conventional circuits, made practical the use of circuits of a new type to replace them. Thus, the use of hollow-pipe waveguides became practical as a substitute for the failing two-wire line, and the cavity resonator emerged as a replacement for the older resonant circuit composed of lumped elements. Coaxial lines and coaxial-line circuits, useful at long wavelengths and down well into the microwave region, serve as transitional circuits, helping to bridge the gap. The "skin effect," already important at high radio frequencies, becomes increasingly important in microwave work.

Concurrent with the marked change in the form of the circuits, changed points of view involving various concepts are required. It is found necessary to relinquish, or at least to relegate to a minor role, the idea that currents and voltages are the fundamental entities in the transmission of radio-frequency power. Instead, the concept of the transmission of power by means of electromagnetic waves traveling in
the dielectric medium associated with the transmission line or hollow pipe is found to be more significant. This concept is far from new, since it was used by Lord Rayleigh as early as 1897, in working out the theory of hollow-pipe waveguides. Furthermore, electromagnetic-field theory has always formed the basis for the understanding of the radiation from antennas and the propagation of radio-frequency energy through space.

Electromagnetic-field theory is embodied, in concise mathematical form, in the set of relations known as Maxwell's equations. Anyone who plans to design microwave circuits will find it advisable to gain an understanding of the basic principles underlying these equations, even though he may rarely, if ever, find it necessary to apply the equations themselves to any specific problem of circuit design. He should develop a feeling for such fundamental things as: (1) the relation between current in a conductor and the magnetic field in the medium adjacent to the conductor, (2) the fact that in any electromagnetic wave the electric field and the magnetic field are always orthogonal, and (3) boundary conditions, such as those forbidding a tangential component of electric field or a normal component of magnetic field in the electromagnetic wave at the surface of a perfect conductor. It is hoped that the material of Chap. 2, which presents a brief semiquantitative explanation of the behavior of waveguides on the basis of reflected plane waves, will assist those who do not have such a feeling for the fundamentals of the wave point of view to obtain it.

It is thus evident that a different point of view, involving concepts that are not particularly helpful in the design of circuits for low frequencies, is needed in the design of microwave circuits. Nevertheless, many of the older concepts, in somewhat modified form, continue to be useful in microwave work. One of the most important of these concepts is that of impedance. To be sure, it is necessary, when working with waveguides, to redefine impedance in terms of electric and magnetic fields; but the concepts of impedance and impedance transformations along the waveguide, carried over from conventional transmission-line theory, are extremely useful. For this reason, Chap. 2 begins with a brief exposition of this conventional theory, and a considerable amount of emphasis is placed, in later sections, on the use of transmission-line calculators or impedance charts based on the equations resulting from this theory.

Since the circuits used in microwave transmission differ so greatly from those used at lower frequencies, the design problems are naturally different. In addition, a greater emphasis is placed on impedancematching, with the result that a great deal of the designer's effort goes into the measurement of impedance and the elimination of mismatch. Each separate microwave circuit should match the characteristic imped-
ance of the line within close tolerances. When the line leading from the circuit toward the load is free of reflected waves, no reflected wave should be generated in the input line by the circuit itself. The principal reasons for the stringent requirements for well-matched circuits are the following:

1. Stable operation of microwave magnetron transmitters is dependent on well-matched circuits. This requirement is associated with the fact that microwave magnetrons are efficient self-excited oscillators tightly coupled to a line that is many microwavelengths long.
2. The line suffers voltage breakdown more readily if a standing wave exists on it. This situation becomes very serious at the high power levels attained in the short pulses frequently used in microwave applications.
3. An impedance mismatch implies a partial reflection of the power in the incident wave. This reflected power may be wasted, as by reradiation of a received signal, or it may cause an unfavorable loading of the magnetron, thereby lowering its efficiency.
4. Even though the input impedance of a transmission line may be matched by means of an impedance transformer, extra dissipative losses occur in the line because of the standing waves caused by a mismatch.

In addition to the emphasis on impedance matching, it is usually desired to design circuits in such a way that they maintain the matched condition over a broad band of frequencies. It is usually felt to be worth while to take great pains in design work in order to achicve this broadband performance without resorting to the use of circuit parameters that require adjustment as the frequency is changed. Indeed, the tendency has been to establish, in the course of the design work, dimensions and tolerances for all details of the circuit which will ensure proper performance of the finished product without further adjustment. This procedure bas been adopted in order to relieve the manufacturer and the user of the equipment of the task of making adjustments that are frequently difficult and time-consuming.

It seems pertinent, at this point, to introduce a few remarks about the manufacture of the novel circuits used for microwave transmission. These circuits amply justify, by their outward appearance, the term "plumbing" that is frequently applied to them. Unfortunately, the precision and skill required in their manufacture are not in the same class with those of ordinary plumbing. They should be made with care by skilled workmen, a fact that is sometimes hard to impress upon shops not. familiar with the manufacture of precision radio equipment. The accuracy of the workmanship required may easily be underestimated,
even by those familiar with the requirements of low-frequency circuits. The allowable departures from design dimensions tend to decrease in proportion to the decrease of wavelength, if the same reflection or mismatch may be tolerated. This consideration, added to that of the increased importance of matched circuits already referred to, affords some idea as to the quality of workmanship needed.

The user of microwave equipment frequently finds it extremely diffcult, because of a lack of experience with microwave equipment or because of adverse operating conditions, to make even the minimum number of required adjustments on his equipment. Both difficulties were particularly prevalent in the use of microwave equipment for military purposes. The elimination of nonessential adjustments is therefore a very material contribution to the quality of the performance of the equipment.

Although the microwave transmission circuits to be described in this volume were designed principally for use in radar apparatus, most of them will doubtless be found useful in communication and navigation equipment. A schematic diagram of the radio-frequency components of a simple radar set is presented in Fig. 1•1. It is found convenient to subdivide the r-f components into several groups, each group forming a more or less complete unit with its special techniques and problems. Each specialized group of components is discussed separately in the appropriate volume or volumes of the Radiation Laboratory Series. The components ${ }^{1}$ indicated within the dotted squares are: (1) transmitter components, (2) duplexer components, (3) mixer and receiver components, and (4) antenna components. The remaining components fall into the group frequently termed "transmission-line components." These last components constitute the microwave transmission circuits to be described in this volume.

The function of these transmission circuits is to transmit r-f power and signals from one of the specialized components to another. Among other things, the circuits must provide for the necessary bends and twists in the line, and must permit the required relative motions of the components. The transmission lines used to carry microwave power or signals are almost always either hollow-pipe waveguide, as indicated schematically in Fig. 1•1, or coaxial lines.

A number of materials and techniques that may be found useful in designing microwave transmission circuits is presented in Chap. 3. In this presentation are described materials and techniques that are felt to be particularly applicable to the fabrication of microwave transmission
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Fig. 1•1.-Schematic diagram of the r-f components of a sample radar set. Several transmission line components are shown in relation to other types of r -f components.
circuits, with emphasis on the more recent developments. This material is presented early in the volume because the capabilities and limitations of the manufacturing processes must be considered when designing the circuits described in the succeeding chapters.

Before passing on to a consideration of specific transmission line components, it seems desirable to point out the fact that no material on test equipment or on testing techniques is included in this volume. This material is omitted, not because it is unimportant, but because it merits a more thorough and more lengthy treatment than could profitably be included in the present volume. For a comprehensive and authoritative treatment of this important subject the reader is referred to another volume ${ }^{1}$ of the Radiation Laboratory Series.

In Chap. 4, the basic problem of connecting sections of transmission lines by means of suitable couplings is treated. Consideration is given also to such problems, intimately associated with transmission lines, as coaxial line supports, waveguide pressure seals, and phenomena of high-power breakdown. The choice between coaxial lines and waveguides is dictated by considerations of physical size, attenuation, highpower limitations, and bandwidth. At the shortest wavelengths, waveguides have a clear superiority, whereas at the longest wavelengths their large size makes them unsuitable for many applications. Some properties of coaxial lines and waveguides are discussed in Chap. 4. These properties should be carefully considered in choosing the type of transmission line to be used for any given purpose.

It is frequently desirable to be able to transfer r-f energy from a coaxial line to a waveguide or from one waveguide mode to another. This is accomplished by circuits known as transitions, examples of which are presented in Chap. 6. The rotary joint indicated in Fig. $1 \cdot 1$ employs transition units to pass from the lowest mode in rectangular waveguide to the second mode in round waveguide, which is a symmetrical mode suitable for use in rotary joints. Rotary joints of this type as well as others, are discussed in Chap. 7. Other motional joints that permit various relative motions are also described.

Certain large motions, such as those occurring between r-f units that are separately shock-mounted, are best permitted by the use of the flexible sections of coaxial line or waveguide presented in Chap. 5. In addition, these flexible lines are useful in temporary installations and in experimental or test apparatus.

Variable impedance transformers of a number of types are discussed in Chap. 8. The transformer most frequently used in r-f transmission lines is the phase shifter indicated schematically in Fig. 1•1. The use in $r$-f systems of variable impedance transformers, commonly referred to as

[^1]"tuners," is, in general, discouraged. Tuners are, nevertheless, discussed extensively in Chap. 8, since they are required in some system applications and are very useful in experimental work in the laboratory.

Information concerning r-f power dividers and r-f switches is also included in Chap. 8. These devices have been used to some extent in radar systems, but few sets require them. Variable power dividers are more useful in experimental laboratory work, as variable attenuators operating at high power levels.

The concluding chapters, Chaps. 9 and 10, contain an extensive treatment of the theory and design of microwave filters. For a long time, certain filter circuits have been used in radar sets, particularly in connection with gas-filled switching tubes and mixers. There was, however, no well-formed theoretical groundwork to guide the designer of microwave filters. Toward the end of the war period, it began to appear that the growing number of microwave sets in use made it advisable to investigate the use of filters as a means of reducing troublesome interference between equipments. Consequently, a broad program for the study of principles to serve as a guide in the design of microwave filters was undertaken. The theory and techniques described in these two chapters came too late to play any significant role in the war, but they should prove extremely useful in peacetime developments. The principles described are not merely extensions to microwave frequencies of principles already in use at low frequencies. They represent, rather, a significant contribution to filter theory along lines that had not previously been exploited. The results of this work should find many useful applications in the design of filters for use at low frequencies as well as at microwave frequencies.

Throughout this volume, as in others of the Radiation Laboratory Series, rationalized mks units are used except where alternative units are specifically indicated.

## CHAPTER 2

## ELEMENTARY LINE THEORY

By George L. Ragan

## CONVENTIONAL TRANSMISSION-LINE THEORY

A great deal of interesting and useful information may be obtained by applying low-frequency circuit theory to the problem of a long transmission line with distributed constants. In this treatment it is convenient to focus attention on the current flowing in the conductors and the voltage between conductors, rather than on the electromagnetic fields in the dielectric medium. Although the former point of view may be less accurate than the latter, it leads more simply to the same result.
2.1. The Telegraphers' Equation.-Proceeding in the usual way, ${ }^{1}$ let us consider the two-wire transmission line of Fig. 2•1. The series impedance and the shunt admittance per unit length of line are, respectively, $Z$ and $Y$. Fixing our attention on the infinitesimal element of line whose length is $d z$, we write expressions for $d I$, the current flowing from one conductor to the other through the conductance $Y d z$, and $d V$, the change in potential


Fig. 2-1.-Voltage and currents in a transmission line. difference between conductors caused by the current $l$ flowing in the impedance $Z d z$, as

$$
\left.\begin{array}{rl}
d I & =-V Y d z  \tag{1}\\
d V & =-I Z d z
\end{array}\right\}
$$

Or, expressed as derivatives,

$$
\left.\begin{array}{rl}
\frac{d I}{d z} & =-V Y  \tag{2}\\
\frac{d V}{d z} & =-I Z
\end{array}\right\}
$$

Here $V$ and $I$ are the complex voltage and current associated with a
${ }^{1}$ Sarbacher and Edson, Hyper and Cltra-High-F'requency Engineering, 1st ed., Wiley, New York, 1943, Chap. 9; J. C. Slater, Microwave Transmission, McGraw-Hill, New York, 1942, Chap.4; S. A. Schelkunoff, Electromagnetic Waves, Van Nostrand, New York, 1943, Chap. 7.
steady-state condition ${ }^{1}$ characterized by sinusoidal time variation. In general, both $Z$ and $Y$ will be complex:

$$
\left.\begin{array}{l}
Z=R+j X,  \tag{3}\\
Y=G+j B .
\end{array}\right\}
$$

Taking the second derivatives of Eqs. (2), we obtain

$$
\left.\begin{array}{rl}
\frac{d^{2} I}{d z^{2}} & =-Y \frac{d V}{d z}=Y Z I,  \tag{4}\\
\frac{d^{2} V}{d z^{2}} & =-\frac{d I}{d z}=Z Y V
\end{array}\right\}
$$

Let us solve the second of these equations by assuming the solution to have the form

$$
\begin{equation*}
V=A e^{-\gamma^{2}}, \tag{5}
\end{equation*}
$$

where $A$ and $\gamma$ are constants which will be evaluated presently. Using the solution assumed in Eq. (5),

$$
\begin{equation*}
\frac{d^{2} V}{d z^{2}}=\gamma^{2} A e^{-\gamma z}=\gamma^{2} V=Y Z V, \tag{6}
\end{equation*}
$$

which enables us to write

$$
\begin{align*}
\gamma_{.}^{2} & =Y Z \\
\gamma & = \pm \sqrt{Y Z} . \tag{7}
\end{align*}
$$

We shall let $\gamma$ represent the positive root and use $-\gamma$ where the negative root is required. The general solution will be of the same form as Eq. (5); but, since we are dealing with a differential equation of the second order, the solution will contain two constants of integration, $A$ and $B$, which, in general, will be complex,

$$
\begin{equation*}
V=A e^{-\gamma z}+B e^{\gamma z} . \tag{8}
\end{equation*}
$$

The expression for the current is casily obtained by substituting Eq. (8) in the second of Eqs. (1),

$$
\begin{align*}
\frac{d V}{d z} & =-\gamma\left(A e^{-\gamma^{2}}-B e^{\gamma^{2}}\right)=-I Z \\
I & =\frac{\gamma}{Z}\left(A e^{-\gamma^{2}}-B e^{\gamma^{2}}\right) \\
& =\frac{1}{Z_{0}}\left(A e^{-\gamma^{2}}-B e^{\gamma^{2}}\right) \tag{9}
\end{align*}
$$

[^2]For convenience a new quantity has been defined

$$
\begin{equation*}
Z_{0}=\frac{Z}{\gamma}=\sqrt{\frac{Z}{Y}} \tag{10}
\end{equation*}
$$

whose significance will appear presently.
2.2. Interpretation of the Solution.--Since $\gamma$ is defined in terms of the complex quantities $Z$ and $Y$, it is itself complex and may be written as

$$
\begin{equation*}
\gamma=\alpha+j \beta \tag{11}
\end{equation*}
$$

Writing the solution, Eq. (8), in full including the time factor gives

$$
\begin{equation*}
V e^{\jmath \omega t}=A e^{-\alpha z \rho^{\prime} /\left(\omega t-\beta_{z}\right)}+B e^{\alpha z} e^{j\left(\omega t+\beta_{z}\right)} . \tag{12}
\end{equation*}
$$

The factor $e^{j\left(\omega t-\beta_{z}\right)}$ indicates that this term varies sinusoidally with both $t$ and $z$. The significance of $\omega$ is easily recalled by remembering that the phase angle $\omega t$ increases by $2 \pi$ radians, when $t$ increases by the periodic time $1 / \nu$. That is,

$$
\begin{align*}
\omega\left(t+\frac{1}{\nu}\right) & =\omega t+2 \pi \\
\omega & =2 \pi \nu . \tag{13}
\end{align*}
$$

Similarly, the phase angle must increase by $2 \pi$ between the successive equiphase points $z$ and $z+\lambda$

$$
\begin{gather*}
\beta(z+\lambda)=\beta z+2 \pi . \\
\beta=\frac{2 \pi}{\lambda} . \tag{14}
\end{gather*}
$$

It must be borne in mind that $\lambda$ is the wavelength in the transmission line, not the associated free-space wavelength.

This factor $\mu^{\left(\mu^{\left(\omega t-\beta_{2}\right)}\right.}$ represents the phase of a wave traveling in the positive $z$ direction. This fact is easily demonstrated by noting that the factor has the same value, and hence the same phase, at the points $z$ and $z+d z$ at successive instants of time $t$ and $t+d t$, provided that

$$
\begin{align*}
\omega t-\beta z & =\omega(t+d t)-\beta(z+d z), \\
\omega d t & =d z \\
v_{p} & =\frac{d z}{d t}=\frac{\omega}{\beta} . \tag{15}
\end{align*}
$$

Now $\omega$ is obviously positive, and it will be shown in Sec. 24 that $\beta$ is positive for ordinary lines, since $\gamma$ was defined as the positive root of liq. (7). Hence the phase velocity $v_{p}$ of the wave represented by this term is positive; that is, this wave travels in the positive 2 direction. Similarly, it may be shown that the other imaginary exponential term for negative $\gamma$ represents the phase of a wave traveling in the negative $z$ direction with in equal phase velocity.

Phase velocity, as used above, is a simple concept, and its value is easily calculated. Unfortunately, the group and signal velocities, which are equally important, are rather obseure. For the type of line to which the present discussion, based on the telegraphers' equation, applies, the three velocities ${ }^{1}$ are equal. This follows from the fact that such lines are nondispersive; that is, the phase velocity is independent of frequency. Substitution of Eqs. (13) and (14) in E.(1. (15) yields the fundamental relation

$$
\begin{equation*}
r_{p}=\nu \lambda, \tag{16}
\end{equation*}
$$

which may be solved for $\lambda$, giving

$$
\begin{equation*}
\lambda=\frac{v_{n}}{\nu} . \tag{17}
\end{equation*}
$$

The real exponential factors of Eq. (12) represent attenuation of the waves. In cach case, the wave is attenuated in the direction in which it is propagated. This agrees with our experience that in actual lines there is such an attenuation; and the concept of energy conservation demands that the wave kerome weaker, rather than stronger, as it advances. The constants $A$ and $B$ are in general complex; they represent the magnitude and phase of the waves traveling to right and left, respectively, at the point $z=0$ at the time $t=0$.

The expression for the current, Eq. (9), is interpreted similarly as representing waves whose complex amplitudes are $A / Z_{0}$ and $-B / Z_{0}$, traveling to right and left, respectively. The amplitude of each current wave is related to that of the corresponding voltage wave by the factor $Z_{0}$. In the special case in which $Z_{01}$ is a pure real number, each current wave is in phase with the associated roltage wave. In general, $Z_{0}$ is complex so that a shift in phase occurs between the associated current and voltage waves. The quantity $Z_{0}$, called the "characteristic impedance" of the line, may be thought of as representing, for that particular line, the complex ratio of voltage to current in a traveling wave.

The significance of the negative sign in the amplitude of the current wave traveling to the left is not immediately obvious. It arises mathematically, because the derivatives of $e^{-\gamma^{2}}$ and $e^{\gamma^{z}}$ have opposite signs. To understand this physically, let us consider what happens if a d-e generator is connected to the left-hand terminals in Fig. 2•1. If the upper terminal is made negative, the voltage (integral of electric field) and current (conventional or positive) will be in the directions indicated, and power will flow to the resistive load which, it is assumed, is connected to the right-hand terminals. If the generator and load are interchanged, and the upper wire is kept negative, the voltage will
${ }^{1}$ For a good discussion of these three velocities, see Sarbacher and Jidson, loc. cit., See. 5•8.
remain in the direction shown, but the current will be reversed and the power will now be flowing to the left. Thus we see the origin of the negative sign on the current of the wave traveling to the left. A rigorous demonstration involving electromagnetic fields and Poynting's vector is easily given, but will not be carried out here.

Reviewing our general procedure in setting up and solving the line equations, it should be pointed out that first the line was described in terms of differential equations involving the two quantities $Z$ and $Y$. In the solution of these differential equations, $Z$ and $Y$ were found occurring only in the combinations $\sqrt{Z \bar{Y}}$ and $\sqrt{Z / \bar{Y}}$. For the sake of convenience, new symbols $\gamma$ and $Z_{0}$ were then introduced for these two combinations. These new symbols were given a simple physical interpretation and christened, respectively, "propagation factor" and "characteristic impedance." It should be clearly understood that a knowledge of either the original quantities $Z$ and $Y$, or the derived ones $\gamma$ and $Z_{0}$, enables us to calculate the other pair through the relations

$$
\begin{align*}
\gamma & =\sqrt{Z Y}, & & Z=\gamma Z_{0} \\
Z_{0} & =\sqrt{\bar{Z}}, & & Y=\frac{\gamma}{Z_{0}} . \tag{18}
\end{align*}
$$

2.3. Impedance Relations, Reflection Coefficients, and Standing Waves.-It will be seen later, as practical problems of design and performance are approached, that the concept of impedance in lines and a knowledge of impedance transformations are extremely useful tools. The results obtained in Sec. $2 \cdot 1$ may be used as a starting point in the development of these indispensable aids. Just as in low-frequency circuit theory, the complex impedance $Z_{z}$ at a point $z$ may be defined as the ratio of the complex voltage to the


Fig. 2.2.-Transmission line with generator and load. complex current at that point. Using Eqs. (8) and (9), we may write

$$
\begin{equation*}
Z_{z}=\frac{V}{I}=Z_{0} \frac{A e^{-\gamma_{z}}+B e^{\gamma_{z}}}{A e^{-\gamma^{2}}}-\frac{B e^{\gamma^{z}}}{} . \tag{19}
\end{equation*}
$$

Up to the present point in this development, the origin of the two waves traveling in opposite directions has not been discussed. Two generators of exactly the same frequency may be assumed to be connected to the opposite ends of a very long line, a line so long that the attenuation in the line prevents appreciable interaction between the generators. A much more practical case is that shown in Fig. 2.2.

At the point $z=0$, a receiving-end impedance $Z_{r}$ is placed. Equation (19) must be satisfied for any value of $z$, including $z=0$, so we may write

$$
\begin{equation*}
Z_{r}=Z_{0} \frac{A+B}{A-B}=Z_{0} \frac{1+\frac{B}{A}}{1-\frac{B}{A}} \tag{20}
\end{equation*}
$$

This equation may be solved for the complex ratio

$$
\begin{equation*}
\frac{B}{A}=\frac{Z_{r}-Z_{0}}{Z_{r}+Z_{0}} \tag{21}
\end{equation*}
$$

which represents, at the point $z=0$, the amplitude and phase of the volt-


Fig. 2-3.-A voltage wave propagated to the right.
age wave traveling to the left relative to that traveling to the right (see Fig. 2.3).

Several important inferences may now be pointed out.

1. We have discovered that when we terminate a line with an impedance, a wave will be set up, which travels back toward the source.
2. It is natural to call the voltage wave of amplitude $A$ traveling toward the load the "incident wave," and the voltage wave of amplitude $B$ traveling back toward the generator the "reflected wave." The complex ratio $B / A$ is then referred to as the "voltage reflection coefficient," for which we shall use the symbol $\Gamma$.
3. In the special case where $Z_{r}=Z_{0}, B / A$ is zero; that is, no reflected wave is set up. To our previous interpretation of $Z_{0}$ (see Sec. 2-2) may now be added the remark that, if a line be terminated in its characteristic impedance, no reflected wave will be generated.
Having evaluated the voltage reflection coefficient $\Gamma_{r}$, arising at a terminal impedance $Z_{r}$, it is interesting to discover the relation between reflected and incident waves at other points along the line. To do this, the total voltage $V$, given by Eq. (8), is evaluated, at the point $z=-l$,

$$
\begin{equation*}
V_{-i}=A e^{\gamma l}+B e^{-\gamma l} \tag{22}
\end{equation*}
$$

This equation has been interpreted as signifying that the total voltage is the sum of an incident voltage

$$
\begin{equation*}
V_{\mathrm{inc}}=A e^{\gamma l}, \tag{23}
\end{equation*}
$$

and a reflected voltage

$$
\begin{equation*}
V_{\mathrm{ret}}=B e^{-\gamma l} \tag{24}
\end{equation*}
$$

The ratio of these two complex voltages

$$
\begin{equation*}
\frac{V_{\mathrm{ref}}}{V_{\mathrm{ioc}}}=\frac{B}{A} e^{-2 \gamma \ell} \tag{25}
\end{equation*}
$$

shall be called the "voltage reflection coefficient" at the point $z=-l$. The relation between this quantity, which will be designated, as $\Gamma_{-l}$, and the voltage reflection coefficient at $z=0$, designated as $\Gamma_{0}$, is

$$
\begin{equation*}
\Gamma_{-l}=\Gamma_{0} e^{-2 \gamma l}=\Gamma_{0} e^{-2 a l} e^{-2 j \beta l} . \tag{26}
\end{equation*}
$$

This equation indicates that the complex reflection coefficient at any distance $l$ from the load behaves as a vector (see Fig. 2•4), whose value varies from $\Gamma_{0}$ at the load to zero as $l$ approaches infinity. The amplitude decreases because of the factor $e^{-2 \alpha l}$, and the phase angle varies cyclically because of the factor $e^{-2 i \beta l}$. Thus, for very long lines, the reflected wave disappears at large distances from the load and only the incident wave remains. If the incident voltage should be taken as a reference vector (see Fig. 2.5), the relative


Fig., 〕.4.--Transformation of the voltage-reflection coefficient along the line. voltage $V_{\imath}^{\prime}$ may be written as

$$
\begin{equation*}
V_{l}^{\prime}=\frac{V_{-l}}{V_{\mathrm{iac}}^{\prime}}=1+\Gamma_{0} e^{-2 \gamma l} \tag{27}
\end{equation*}
$$

Similarly, we could proceed from Eqs. (9) to write

$$
\begin{equation*}
\frac{I_{\mathrm{ret}}}{I_{\mathrm{inc}}}=-\frac{B}{A} e^{-2 \gamma l}=-\Gamma_{0} e^{-2 \gamma l} \tag{28}
\end{equation*}
$$

The current reflection coefficient here is the negative of the voltage reflection coefficient; the significance of the negative sign was discussed in the previous section. The total current relative to the incident current vector is

$$
\begin{equation*}
I_{-l}^{\prime}=\frac{I_{-l}}{I_{\mathrm{inc}}}=1-\Gamma_{0} e^{-2 \gamma^{l}} . \tag{29}
\end{equation*}
$$

One reason for dealing at length with the subject of reflection coefficients and their variation along the line lies in the fact that the concept of reflected waves set up by an improper termination or by discontinuities in the line is an indispensable aid to visualizing what takes place in a line. Another reason is that these ideas will be used to advantage later on in connection with reflection-coefficient charts based on Eqs. (27) and (29).

The way in which the incident and reflected waves combine is illustrated by Fig. 2.6. In $a$ the two waves are in phase, and the resultant voltage has its maximum amplitude $|A|+|B|$ at certain positions. In $b$, a quarter cycle later in time, each wave has traveled a quarter wave-


Fig. 2.5.-Transformation of relative voltage along the line.
length in its direction of propagation, so that the two waves are now out of phase. They may be subtracted to give a voltage amplitude $|A|-|B|$ at positions midway between those at which the maximum amplitudes of $a$ occurred. In successive quarter cycles, the resultants have the same amplitudes as in $a$ and $b$ but reversed in sign. In $c$ is shown the maximum amplitude occurring at each position along the line. This corresponds to $V_{-t}$ of Eq. (22).

To examine this case mathematically, Eq. (22) is rewritten, replacing $\gamma$ by $j \beta$ and neglecting $\alpha$,

$$
V_{-l}=|A| e^{j(\phi+\beta l)}+\mid B^{\prime} e^{j(\theta-\beta l)},
$$

where the complex nature of the amplitudes 1 and $B$, written as $|A| e^{j^{\phi}}$ and $!B \mid e^{j \theta}$, is hrought into evidence (see Fig. $2 \cdot \overline{7}$ ). For certain positions $l_{1}$, the voltage amplitudes have the same phase angle; that is

$$
\begin{aligned}
\left(\phi+\beta l_{1}\right) & =\left(\theta-\beta l_{1}\right) \pm 2 \pi n \\
l_{1} & =\frac{\theta-\phi \pm 2 \pi n}{2 \beta} .
\end{aligned}
$$

Remembering that $\beta=2 \pi / \lambda$, we may write

$$
\begin{equation*}
l_{1}=\left(\frac{\theta-\phi}{4 \pi} \pm \frac{n}{2}\right) \lambda . \tag{30}
\end{equation*}
$$

Similarly it may be shown that the positions $l_{2}$ at which the two amplitudes have phase angles differing by $\pi$ are
$l_{2}=\left(\frac{\theta-\phi}{4 \pi} \pm \frac{2 n+1}{4}\right) \lambda$.
At the positions $l_{1}$ the voltage amplitude is

$$
\begin{equation*}
V_{\max }=|A|+|B| . \tag{32}
\end{equation*}
$$

Furthermore, Eq. (30) shows that these voltage maxima occur at half-wavelength intervals. At the positions $l_{2}$ the voltage amplitude is

$$
V_{\min }=|A|-|B| .
$$

That such voltage minima occur at points midway between maxima is revealed by comparing Eqs. (30) and (31). The ratio of maximum to minimum voltage is


Fig. 2.6.-Combination of incident and reflected waves to form a standing wave. (a) Incident and reflected waves adding in phase. (b) Waves in opposition a quarter cycle later. (c) Standing wave voltage amplitude pattern.

$$
\begin{equation*}
r=\frac{V_{\max }}{V_{\min }}=\frac{|A|+|B|}{|A|-|B|}=\frac{1+\left|\frac{B}{A}\right|}{1-\left|\frac{B}{A}\right|} . \tag{33}
\end{equation*}
$$

It is common practice to refer to $r$ as the "standing-wave ratio," or more precisely as the "voltage standing-wave ratio," frequently abbreviated as VSWR. This ratio is rather easily determined experimentally. Equation (33) may be solved for the magnitude of the reflection coefficient

$$
\begin{equation*}
\left|\frac{B}{A}\right|=|\Gamma|=\frac{r-1}{r+1} . \tag{34}
\end{equation*}
$$

The groundwork has now been laid for a commonly used method of
impedance measurement. By measuring $r$ and $l_{2}$ and by applying Eqs. (34) and (31), both magnitude and phase of the ratio $B / A$ may be determined. The load impedance $Z_{r}$ may then be calculated by Eq. (20). Equation (19) for the point $z=-l$ may be written in the form

$$
\begin{equation*}
Z_{-l}=Z_{0} \frac{e^{\gamma l}+\frac{B}{A e^{-\gamma l}}}{e^{\gamma l}-\frac{B}{A e^{-\gamma l}}} \tag{35}
\end{equation*}
$$

If the value of $B / A$ as given by Eq. (21) is substituted in Eq. (35) and the result rearranged, we obtain

$$
\begin{equation*}
Z_{-l}=Z_{0} \frac{Z_{r}\left(e^{\gamma^{l}}+e^{-\gamma l}\right)+Z_{0}\left(e^{\gamma^{l}}-e^{-\gamma^{l}}\right)}{Z_{0}\left(e^{e^{l}}+e^{-\gamma^{l}}\right)+Z_{r}\left(e^{\gamma l}-e^{-\gamma^{l}}\right)} . \tag{36}
\end{equation*}
$$



This may be written, in terms of hyperbolic functions, as

$$
\begin{equation*}
Z_{-l}=Z_{0} \frac{Z_{r} \cosh \gamma l+Z_{0} \sinh \gamma l}{Z_{0} \cosh \gamma l+Z_{r} \sinh \frac{\gamma l}{\gamma l},} \tag{37}
\end{equation*}
$$

or alternatively as

$$
\begin{equation*}
Z_{-l}=Z_{0} \frac{Z_{r}+Z_{0} \tanh \frac{\gamma l}{Z_{0}+Z_{r} \tanh \gamma l} .}{} \tag{38}
\end{equation*}
$$

This result is extremely useful. If we know the load impedance $Z_{r}$ and the line characteristics $Z_{0}$ and $\gamma$, we may calculate the impedance $Z_{t}$ at any point a distance $l$ from the load, toward the input end of the line. It is frequently convenient to express all impedances in terms of $Z_{0}$. We shall denote such "normalized" impedances by a prime; thus

$$
\begin{aligned}
Z_{-l}^{\prime} & =\frac{Z_{-l}}{Z_{0}} \\
Z_{r}^{\prime} & =\frac{Z_{r}}{Z_{i \mathrm{i}}}
\end{aligned}
$$

Equation (38) may then be written

$$
\begin{equation*}
Z_{-l}^{\prime}=\frac{Z_{r}^{\prime}+\tanh \gamma l}{1+Z_{r}^{\prime} \tanh \gamma l} . \tag{39}
\end{equation*}
$$

In many practical problems the attenuation of the line is small enough to give the impedance transformations with sufficient accuracy by a simplified formula. If

$$
\begin{aligned}
\alpha & =0 \\
\gamma & =j \beta,
\end{aligned}
$$

then tanh $\gamma l$ becomes

$$
\tanh j \beta l=j \tan \beta l .
$$

Equation (38) then simplifies to

$$
\begin{equation*}
Z_{-l}=Z_{0} \frac{Z_{r}+j Z_{0} \tan \beta l}{Z_{0}+j Z_{r} \tan \beta l} \tag{40}
\end{equation*}
$$

and Eq. (39) to

$$
\begin{equation*}
Z_{-l}^{\prime}=\frac{Z_{r}^{\prime}+j \tan \beta l}{1+j Z_{\tau}^{\prime} \tan \beta l} \tag{41}
\end{equation*}
$$

It will be seen later on that this equation is the basis for the common rectangular impedance chart.
2.4. Propagation Factor and Characteristic Impedance.-The significance of these two line constants was discussed, in a general way, in Sec. 2.2. There are two special cases that are deserving of further elaboration. In each case it will be assumed that $Z$ and $Y$ of Eqs. (3) may be expressed simply as

$$
\left.\begin{array}{l}
Z=R+j \omega L,  \tag{42}\\
Y=G+j \omega C .
\end{array}\right\}
$$

It will be noted that any possible series-capacitance or shunt-inductance effects have been neglected; a little reflection will show that this is justifiable in ordinary types of line. Equations (7) and (10) then become

$$
\begin{align*}
\gamma & =\sqrt{Z Y}=(\sqrt{R+j \omega L)(G+j \omega C)}  \tag{43}\\
Z_{0} & =\sqrt{\frac{Z}{Y}}=\sqrt{\frac{R+j \omega L}{G+j \omega C}} . \tag{44}
\end{align*}
$$

Ideal (Lossless) Line.-Many practical problems are solved accurately enough, and a great deal more easily, if Eqs. (43) and (44) are simplified by assuming ideal conductors and dielectric mediums for which

$$
R=G=0
$$

Those equations then become

$$
\begin{align*}
\gamma & =j \omega \sqrt{L C},  \tag{45}\\
Z_{0} & =\sqrt{\frac{L}{C}} \tag{46}
\end{align*}
$$

The real and imaginary parts of $\gamma$ are

$$
\left.\begin{array}{rl}
\alpha & =0  \tag{47}\\
\beta & =\omega \sqrt{L C} .
\end{array}\right\}
$$

It is worth noting that the phase velocity, given by Eq. (15), may now be evaluated as

$$
\begin{equation*}
v_{p}=\frac{\omega}{\beta}=\frac{1}{\sqrt{L C}} . \tag{48}
\end{equation*}
$$

From Eqs. (13) and (14) it is noted that

$$
\begin{equation*}
\frac{\omega}{\beta}=\nu \lambda . \tag{49}
\end{equation*}
$$

Equations (48) and (49) may be combined to yield the following expression for the wavelength:

$$
\begin{equation*}
\lambda=\frac{v_{p}}{\nu}=\frac{1}{\nu \sqrt{L C}} . \tag{50}
\end{equation*}
$$

It may be seen from Eq. (46) that $Z_{0}$ is real, that is, it is purely resistive. This means that a resistance having this particular value will properly terminate the line. It means also that the current and voltage in a traveling wave are in phase. This may be seen by writing Eqs. (8) and (9) for a pure traveling wave, that is, $B=0$,

$$
\left.\begin{array}{l}
V=A e^{-\gamma z}  \tag{51}\\
I=\frac{A}{Z_{0}} e^{-\gamma z}=\frac{V}{Z_{0}}
\end{array}\right\}
$$

Since these expressions represent the amplitudes of quantities varying sinusoidally with time, the power flowing in the traveling wave is the time average of their product; namely,

$$
\begin{equation*}
P=\frac{1}{2} V I=\frac{1}{2} \frac{V^{2}}{Z_{0}}=\frac{1}{2} I^{2} Z_{0} . \tag{52}
\end{equation*}
$$

Line with Small Losses.-In problems involving long lines, or lines with appreciable attenuation, the foregoing simplifying assumptions are no longer valid. In many such cases it will be true that $R \ll \omega L$ and $G \ll \omega C$. It then becomes possible to simplify Eqs. (43) and (44) by performing a binomial expansion. If Eq. (43) is written as

$$
\gamma=j \omega \sqrt{L C}\left(1+\frac{R}{j \omega L}\right)^{1 / 2}\left(1+\frac{G}{j \omega \bar{C}}\right)^{1 / 2},
$$

and expanded by the binomial expansion, the solution becomes

$$
\begin{aligned}
& \gamma=j \omega \sqrt{L C}\left(1+\frac{R}{2 j \omega L}-\frac{R^{2}}{8 j^{2} \omega^{2} L^{2}}+\cdots\right) \\
&\left(1+\frac{G}{2 j \omega C}-\frac{G^{2}}{8 j^{2} \omega^{2} C^{2}}+\cdots\right) .
\end{aligned}
$$

Neglecting terms of order higher than the second, the result is

$$
\begin{align*}
\gamma=\alpha+j \beta=j \omega \sqrt{L C}\left[1+\left(\frac{R}{2 j \omega L}\right.\right. & \left.+\frac{G}{2 j \omega C}\right) \\
& \left.+\left(\frac{R^{2}}{8 \omega^{2} L^{2}}-\frac{R G}{4 \omega^{2} L C}+\frac{G^{2}}{8 \omega^{2} C^{2}}\right)\right] . \tag{53}
\end{align*}
$$

Equating real parts of this expression, one obtains

$$
\begin{equation*}
\alpha=\frac{R}{2} \sqrt{\frac{C}{L}}+\frac{G}{2} \sqrt{\frac{L}{C}} \quad \text { neper } / \mathrm{m} \tag{53a}
\end{equation*}
$$

Using the ideal-line characteristic impedance.

$$
Z_{0}^{\prime}=\sqrt{\frac{L}{C}}
$$

and the corresponding characteristic admittance, defined as

$$
Y_{0}^{\prime}=\frac{1}{Z_{0}^{\prime}}=\sqrt{\frac{C}{C}},
$$

Eq. (53a) may be written as

$$
\begin{equation*}
\alpha=\frac{R}{2 Z_{0}^{\prime}}+\frac{G}{2 \bar{Y}_{0}^{\prime}} \quad \text { nepers } / \mathrm{m} . \tag{54}
\end{equation*}
$$

It is easily recognized that the first term on the right is due to conductor loss, the second to dielectric loss. This equation may be expressed as

$$
\begin{equation*}
\alpha=\alpha_{c}+\alpha_{d}, \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{o}=\frac{R}{2 Z_{0}^{\prime}} \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{d}=\frac{G}{2 Y_{0}^{\prime}} . \tag{57}
\end{equation*}
$$

If the imaginary parts of Eq. (53) are equated

$$
\beta=\omega \sqrt{\bar{L} \bar{C}}\left(1+\frac{R^{2}}{8 \omega^{2} L^{2}}-\frac{R G}{4 \omega^{2} L C}+\frac{G^{2}}{8 \omega^{2} C^{2}}\right)
$$

or

$$
\begin{equation*}
\beta=\omega \sqrt{\overline{L C}}\left[1+\frac{1}{2}\left(\frac{R}{2 \omega L}-\frac{G}{2 \omega C}\right)^{2}\right] . \tag{58}
\end{equation*}
$$

If primed symbols are used to indicate quantities for the same line but with $R=G=0$, Eq. (14) may be written as

$$
\beta^{\prime}=\omega \sqrt{L C}=\frac{2 \pi}{\lambda^{\prime}} .
$$

Then it is easily verified that Eq. (58) is equivalent to

$$
\begin{equation*}
\beta=\beta^{\prime}\left[1+\frac{1}{2}\left(\frac{\alpha_{c}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta^{\prime}}\right)^{2}\right] ; \tag{59}
\end{equation*}
$$

the wavelength relation which follows is

$$
\begin{equation*}
\lambda=\lambda^{\prime}\left[1-\frac{1}{2}\left(\frac{\alpha_{c}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta^{\prime}}\right)^{2}\right] . \tag{60}
\end{equation*}
$$

Equations (59) and (60) contain terms which are readily interpreted. The conductor loss enters these expressions in the form

$$
\frac{\alpha_{c}}{\beta^{\prime}}=\frac{\alpha_{c} \lambda^{\prime}}{2 \pi}
$$

which has the dimensions of nepers per radian of line length. Similarly, the term $\alpha_{d} / \beta^{\prime}$ represents the dielectric loss in nepers per radian. It will be noted that, when these two losses are equal, $\beta$ has the same value as in the case of an ideal line; referring to Eq. (58) this statement is equivalent to specifying that

$$
\frac{R}{\omega L}=\frac{G}{\omega C} .
$$

The greatest change in $\beta$ obviously occurs when one type of attenuation is much larger than the other. Even in this case, however, the fact that this small term is squared means that a rather large attenuation per radian is required to affect $\beta$ or $\lambda$ appreciably.

Now that the discussion of Eq. (43) has been completed for the case of small $R$ and $G$, the same procedure is applied to Eq. (44), which may be rewritten as

$$
Z_{0}=\sqrt{\frac{L}{C}}\left(1+\frac{R}{j \omega L}\right)^{1 / 2}\left(1+\frac{G}{j \omega C}\right)^{-1 / 2} .
$$

Application of the binomial expansion yields

$$
Z_{0}=\sqrt{\frac{L}{C}}\left(1+\frac{R}{2 j \omega L}-\frac{R^{2}}{8 j^{2} \omega^{2} L^{2}}+\cdots\right)\left(1-\frac{G}{2 j \omega C}+\frac{3 G^{2}}{8 j^{2} \omega^{2} C^{2}-2}-\cdots\right)
$$

If terms of higher order than the second are dropped from the result. this becomes

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{L}{C}}\left[1+\frac{1}{2}\left(\frac{R^{2}}{4 \omega^{2} L^{2}}+\frac{R G}{2 \omega^{2} L C}-\frac{3 G^{2}}{4 \omega^{2} C^{2}}\right)+j\left(\frac{G}{2 \omega C}-\frac{R}{2 \omega L}\right)\right] . \tag{61}
\end{equation*}
$$

Simplifying in the same manner as in Eq. (58), we obtain finally

$$
\begin{equation*}
Z_{0}=Z_{0}^{\prime}\left[1+\frac{1}{2}\left(\frac{\alpha_{c}}{\beta^{\prime}}+3 \frac{\alpha_{d}}{\beta^{\prime}}\right)\left(\frac{\alpha_{c}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta^{\prime}}\right)-j\left(\frac{\alpha_{c}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta^{\prime}}\right)\right] . \tag{62}
\end{equation*}
$$

The real part of the characteristic impedance may be compared to the phase constant $\beta$, Eq. (59); and the imaginary part to the attenuation constant $\alpha$, Eqs. (54) and (55). The conductor attenuation and the dielectric attenuation add in the case of $\alpha$; but both $\beta$ and $Z_{0}$ remain equal to their ideal-line values $\beta^{\prime}$ and $Z_{0}^{\prime}$ so long as the conductor losses are equal to the dielectric losses. When these losses are not balanced, it will be noted that, in all cases, the attenuation in nepers per radian of line length enters, in a rather simple way, into the perturbation of each quantity from its ideal-line value. In $\beta$ and in the real part of $Z_{0}$, the attenuation enters squared and is, hence, relatively unimportant. In the imaginary part of $Z_{0}$ it enters to the first power and may be appreciable. It must be remembered, however, that these approximations are valid only for

$$
\begin{aligned}
& \frac{R}{\omega L} \ll 1, \\
& \frac{G}{\omega C} \ll 1 .
\end{aligned}
$$

In terms of the corresponding attenuations in nepers per radian this means that

$$
\frac{\alpha_{c}}{\beta^{\prime}} \ll \frac{1}{2},
$$

and

$$
\frac{\alpha_{d}}{\beta^{\prime}} \ll \frac{1}{2}
$$

If these restrictions are not fulfilled, recourse should be had to the original expressions, Eqs. (43) and (44).
2.5. Application to Coaxial Line Characteristics. The Ideal or Lossless Line.-The appropriate equations from Sec. 2.4 which are needed in the present discussion are

$$
\left.\begin{array}{rl}
\alpha & =0, \\
\beta & =\omega \sqrt{L C},
\end{array}\right\}
$$

The basic assumption that the conductor has infinite conductivity leads, through the "skin effect" to be discussed presently, to a current flowing
entirely on the surface of the conductors. Referring to Fig. 2.8, the inductance and capacitance for a unit length of ideal coaxial line may be written as

$$
\begin{align*}
L & =\frac{\mu_{1}}{2 \pi} \ln \frac{b}{a}  \tag{63}\\
C & =\frac{2 \pi \epsilon_{1}}{\ln \frac{b}{a}} \tag{64}
\end{align*}
$$

Here $\mu_{1}$ and $\epsilon_{1}$ apply to the dielectric medium between conductors; the expression for $C$ is easily obtained


Fig. 2.8.-Coaxial line dimensions. by simple electrostatic theory; that for $L$ is derived on the assumption that all current is confined to the surface of the conductors so that it is accurate only at relatively high frequencies. Equation (47) may now be written, using Eqs. (63) and (64),

$$
\begin{equation*}
\beta=\omega \sqrt{\mu_{1} \epsilon_{1}} . \tag{65}
\end{equation*}
$$

Introducing relative inductive capacities and remembering that $\sqrt{\mu_{0} \epsilon_{0}}=1 / c$, the following result is obtained

$$
\begin{equation*}
\beta=\omega \sqrt{\mu_{0} \epsilon_{0}} \sqrt{k_{m_{2}}{\overline{k_{e_{1}}}}^{c}}=\frac{\omega}{c} \sqrt{k_{m_{2}} k_{e_{1}}} . \tag{66}
\end{equation*}
$$

Recalling Eq. (48), note the phase velocity is found to be

$$
\begin{equation*}
v_{p}=\frac{\omega}{\beta}=\frac{c}{\sqrt{k_{m_{2}} k_{e_{1}}}} . \tag{67}
\end{equation*}
$$

By use of the fundamental relation $\lambda=v_{p} / \nu$, Eq. (16),

$$
\begin{equation*}
\lambda=\frac{c}{\nu \sqrt{k_{m_{1}} k_{e_{1}}}}=\frac{\lambda_{0}}{\sqrt{k_{m_{1}} k_{c_{1}}}}, \tag{68}
\end{equation*}
$$

where $\lambda_{0}=c / \nu$ is the associated free-space wavelength. Usually $k_{m_{1}}$ has the value unity for ordinary dielectrics; consequently Eqs. (66), (67), and (68) may be written as

$$
\begin{align*}
& \beta=\frac{2 \pi}{\lambda_{0}} \sqrt{k_{e_{1}}}=\frac{2 \pi}{\lambda},  \tag{69}\\
& v_{p}=\frac{c}{\sqrt{k_{e_{1}}}},  \tag{70}\\
& \lambda=\frac{\lambda_{0}}{\sqrt{k_{e_{1}}}} . \tag{71}
\end{align*}
$$

It will be noted that the phase velocity is independent of frequency; that is, an ideal coaxial line is a nondispersive transmission line. Consequently, the group and signal velocities are equal to the phase velocity (see Footnote 1, p. 12).

Similarly, substituting Eqs. (63) and (64) in Eq. (46) gives

$$
\begin{align*}
Z_{0} & =\frac{1}{2 \pi} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} \ln \frac{b}{a} \\
& =\frac{1}{2 \pi} \sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \sqrt{\frac{k_{m_{1}}}{k_{c_{1}}}} \ln \frac{b}{a} . \tag{72}
\end{align*}
$$

Let us again restrict our consideration to dielectrics for which $k_{m_{1}}=1$. Inserting the numerical value 376.7 ohms for the quantity $\sqrt{\mu_{0} / \epsilon_{0}}$, the so-called "impedance of free space," we obtain

$$
\begin{align*}
& Z_{0}=\frac{60.0}{\sqrt{k_{c_{1}}}} \ln \frac{b}{a},  \tag{73}\\
& Z_{0}=\frac{138.0}{\sqrt{k_{e_{1}}}} \log _{10} \frac{b}{a} . \tag{74}
\end{align*}
$$

The power in a running wave may be written, using Eq. 52,

$$
\begin{equation*}
P=\frac{1}{2} \overline{Z_{0}}=\frac{\sqrt{k_{e_{1}}} V^{2}}{20 \ln b / a} \tag{75}
\end{equation*}
$$

If the electric field intensity at the center conductor is denoted by $E_{a}$, the voltage may be shown to be

$$
\begin{equation*}
V=\int_{a}^{b} \frac{E_{a} a}{r} d r=E_{a} a \ln \frac{b}{a} \tag{76}
\end{equation*}
$$

Using this relation, Eq. (75) may be written

$$
\begin{equation*}
P=\frac{1}{2 Z_{0}} E_{a}^{2} a^{2}\left(\ln \frac{b}{a}\right)^{2}=\frac{E_{a}^{2} a^{2}}{120} \ln \frac{b}{a} \tag{74}
\end{equation*}
$$

The Actual or Low-loss Linc.-The attenuation in actual coaxial lines is usually low enough to permit the use of the ecpuations developed in the latter part of Sec. $2 \cdot 4$. These equations contain all the gencral relations needed for calculating $\alpha, \beta$, and $Z_{\| \prime}$. The line characteristics requiring specific evaluation for coavial lines are $\alpha_{c}, \alpha_{l}, \beta^{\prime}$, and $Z_{0}^{\prime}$. The last two are the values of $\beta$ and $Z_{0}$ for an ideal line and have been evaluated in the first part of this section; the first two are the attenuation constants for conductor and dielectric losses which may now be calculated.

Equation ( $5(i)$ gives the attenuation due to the conductors:

$$
\alpha_{c}=\frac{R}{2 Z_{i}^{\prime}} .
$$

Here $Z_{0}^{\prime}$ is the characteristic impedance, neglecting losses, given by Eq. (72), and $R$ is the effective resistance per unit length of line. Since the current flows mostly near the surface of the conductors, a calculation of this effective resistance requires consideration of the "skin effect." The current density has its maximum value at the surface of the conductor and falls off exponentially to $1 / e$ of this maximum value in a distance

$$
\begin{equation*}
\delta=\frac{1}{\sqrt{\pi \nu \mu_{2} \sigma_{2}}} \tag{78}
\end{equation*}
$$

Subscripts 2 refer to the conductor material. This quantity $\delta$ is usually called the "skin depth." The losses in a conductor in which the current, density is distributed according to this exponential law may be calculated. They are found to be exactly the same as those which would result from the same total current of uniform distribution flowing in the walls of a tubular conductor of wall thickness $\delta$. The effective resistance per unit length of center conductor is then

$$
R_{a}=\frac{1}{2 \pi a \delta \sigma_{2}}=\frac{1}{2 \pi a} \sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}} .
$$

A similar expression may be written for the outer conductor, replacing $a$ by $b$. The total resistance is the sum

$$
\begin{equation*}
R_{a}+R_{b}=R=\frac{1}{2 \pi} \sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}}\left(\frac{1}{a}+\frac{1}{b}\right) . \tag{79}
\end{equation*}
$$

Substitution in Eq. (56) gives the alternative forms

$$
\begin{align*}
\alpha_{\tau} & =\frac{1}{4 \pi Z_{0}^{\prime}} \sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}}\left(\frac{1}{a}+\frac{1}{b}\right) \quad \text { nepers } / \mathrm{m} \\
& =\frac{1.581 \times 10^{-4}}{Z_{0}^{\prime}} \sqrt{\frac{\nu k_{m_{2}}}{\sigma_{2}}}\left(\frac{1}{a}+\frac{1}{b}\right) \quad \text { nepers } / \mathrm{m} \tag{79a}
\end{align*}
$$

If we let subscripts 1 refer to the characteristics of the dielectric medium, Eq. (72) becomes, for the present case,

$$
\begin{equation*}
Z_{0}^{\prime}=\frac{1}{2 \pi} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} \ln \frac{b}{a} . \tag{80}
\end{equation*}
$$

Substitution of Eq. (80) in Eq. (79a) yields the conductor loss

$$
\begin{equation*}
\alpha_{c}=\frac{1}{2} \sqrt{\frac{\pi \nu \mu_{2} \epsilon_{1}}{\sigma_{2} / h_{1}}}\left(\frac{1}{a}+\frac{1}{b}\right) \frac{1}{\ln \frac{b}{a}} \quad \text { nepers } / \mathrm{m} . \tag{81}
\end{equation*}
$$

Introducing relative inductive capacities and inserting numerical values for the constants, one obtains as the final form

$$
\begin{equation*}
\alpha_{c}=\frac{2.63 \times 10^{-5}}{\ln \frac{b}{a}} \sqrt{\frac{\nu k_{c_{1}} k_{m_{2}}}{\sigma_{2} k_{m_{1}}}}\left(\frac{1}{a}+\frac{1}{b}\right) \quad \text { nepers } / \mathrm{m} . \tag{82}
\end{equation*}
$$

The attenuation due to the dielectric is given by Eq. (57);

$$
\alpha_{d}=\frac{G}{2 Y_{0}^{\prime}} .
$$

A simple integration gives, for a dielectric whose effective conductivity is $\sigma_{1}$,

$$
\begin{equation*}
G=\frac{2 \pi \sigma_{1}}{\ln \frac{b}{a}} . \tag{8}
\end{equation*}
$$

In Eq. (57), substitute this for $G$ and the reciprocal of $Z_{0}^{\prime}$, Eq . (80), for $Y_{0}^{\prime}$ :

$$
\begin{equation*}
\alpha_{d}=\frac{\sigma_{1}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} . \tag{8}
\end{equation*}
$$

It is noted at once that this loss is independent of the dimensions of the line. The effective conductivity may be a true conductivity which could be measured with a d-c ohmmeter; or it may be due, wholly or in part, to a hysteresis loss which occurs in the molecules of the dielectric as they are subjected to polarization by the high frequency fields. In any case, the dielectric may be described by a dielectric constant $\epsilon_{1}$ and an effective conductivity $\sigma_{1}$.

The current density in the dielectric medium is

$$
\begin{equation*}
J=\sigma_{1} E+\epsilon_{1} \frac{\partial E}{\partial t} . \tag{85}
\end{equation*}
$$

By Ohm's law, $\sigma_{1} E$ is the "conduction" current, including both true conduction current and current supplying hysteresis losses; the term $\epsilon_{1} \frac{\partial E}{\partial t}$ is the displacement current. For a harmonic voltage,

$$
E^{\prime}=E_{0} e^{\jmath \omega t} ;
$$

and

$$
\frac{\partial E}{\partial t}=j \omega E .
$$

Equation (85) may now be written

$$
\begin{equation*}
J=\left(\sigma_{1}+j \omega \epsilon_{1}\right) E . \tag{86}
\end{equation*}
$$

The conduction current is in phase with the electric field and therefore represents a power loss. The dispiacement current is out of phase and therefore does not. Since the conduction current is usually small compared with the displacement current, it is convenient to rewrite Eq. (86) as

$$
\begin{equation*}
J=j \omega \epsilon_{1}\left(1-j \frac{\sigma_{1}}{\omega \epsilon_{1}}\right) E . \tag{87}
\end{equation*}
$$

it is convenient to define a complex dielectric constant,

$$
\begin{equation*}
\epsilon_{c_{1}}=\epsilon_{1}\left(1-j \frac{\sigma_{1}}{\omega \epsilon_{1}}\right), \tag{88}
\end{equation*}
$$

in order to simplify Eq. (87); thus

$$
\begin{equation*}
J=j \omega \epsilon_{\mathrm{r}}, E^{\prime} . \tag{89}
\end{equation*}
$$

The conductivity no longer appears explicitly but is contained in the complex dielectric constant. If


Fig. 2.9.-Current-voltage relations in imperfeet dielectric. $\boldsymbol{\epsilon}_{\boldsymbol{c}}$, is substituted for $\epsilon_{1}$ in equations derived on the basis of an ideal dielectric with a simple dielectric constant $\epsilon_{1}$, the resulting equations will take into account the nonideal character of the dielectric. The complex dielectric constant is usually expressed as

$$
\begin{equation*}
\epsilon_{c_{1}}=\epsilon_{1}^{\prime}-j \epsilon_{1}^{\prime \prime} . \tag{90}
\end{equation*}
$$

Comparison with Eq. (88) shows that

$$
\begin{equation*}
\epsilon_{1}^{\prime}=\epsilon_{1} \tag{91}
\end{equation*}
$$

is the real part, and

$$
\begin{equation*}
\epsilon_{1}^{\prime \prime}=\frac{\sigma_{1}}{\omega} \tag{92}
\end{equation*}
$$

is the imaginary part of the complex dielectric constant. These relations are presented diagrammatically in Fig. 2.9. The power lost per unit volume is

$$
\mathrm{P}_{1}=J E \cos \theta=J E \sin \delta .
$$

Therefore, the power factor, in the usual sense, is

$$
\begin{equation*}
\boldsymbol{p}=\cos \theta=\sin \delta \tag{93}
\end{equation*}
$$

The ratio

$$
\begin{equation*}
\frac{\epsilon_{1}^{\prime \prime}}{\epsilon_{1}^{\prime}}=\tan \delta \tag{94}
\end{equation*}
$$

is called the "loss tangent" and is, for small angles, almost identical with the power factor.

The dielectric attenuation given by Eq. (84) may be rewritten, using Eq. (92),

$$
\begin{equation*}
\alpha_{d}=\frac{\omega \epsilon_{1}^{\prime \prime}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}^{\prime}}}=\pi \nu \frac{\frac{\epsilon}{1}_{\prime \prime}^{\epsilon_{1}^{\prime}}}{\sqrt{\epsilon_{1}^{\prime \prime} \mu_{1}}} \quad \text { nepers } / \mathrm{m} . \tag{95}
\end{equation*}
$$

By use of Eq. (94) and the introduction of relative inductive capacities, one obtains

$$
\begin{align*}
\alpha_{d} & =\pi \nu \sqrt{k_{e_{1}} k_{m 1}} \sqrt{\epsilon_{0} \mu_{0}} \tan \delta \quad \text { nepers } / \mathrm{m}  \tag{96}\\
& =\frac{\pi \nu}{c} \sqrt{k_{m_{1}} k_{e_{1}}} \tan \delta \quad \text { nepers } / \mathrm{m} . \tag{97}
\end{align*}
$$

In view of Eq. (68), this may be written

$$
\begin{equation*}
\alpha_{d}=\frac{\pi}{\lambda_{1}} \tan \delta \quad \text { nepers } / \mathrm{m}, \tag{98}
\end{equation*}
$$

where $\lambda_{1}$ is the wavelength in the line. Other forms for this equation are

$$
\begin{align*}
\alpha_{l} & =\pi \tan \delta & & \text { nepers/line wavelength } \\
& =\frac{1}{2} \tan \delta & & \text { nepers/radian. } \tag{99}
\end{align*}
$$

2.6. Some Useful Relations in Transmission Lines.-A number of the frequently used transmission-line equations developed earlier in the present chapter have been collected, for easy reference, in Table $2 \cdot 1$. The equation numbers given in the table correspond to the earlier appearance of those equations in the text. Where no such number is given, the corresponding equation does not appear explicitly in the text but is a simple extension or special case of one of the numbered equations.

Aside from these transmissionline equations, a number of relations of miscellaneous character are frequently useful. Several


Fig. 2.10.-Relation between VSWR and (a) reflection coefficient $\Gamma$, (b) powe: reflected $P_{r}$, (c) power transmitted $P_{t}$. such relations, valid for ideal or low-loss lines, are tabulated in Table $2 \cdot 2$ Figures $2 \cdot 10,2 \cdot 11$, and $2 \cdot 12$ present some of these relations in graphical form.

Most of the relations should be clear from the table, but Items 4, 5, and 6 of Table $2 \cdot 2$ may require additional explanation. Item 4 is likely to prove confusing unless one notes particularly that it is the net power trans-
mitted to the load which is being considered. This power may be calculated by considering the conditions at a voltage maximum, Item $2 b$, when the voltage there has the breakdown value $V_{b}$. The net power transferred into the impedance $R$ by this breakdown voltage is

$$
\begin{equation*}
P_{b}=\frac{1}{2} \frac{V_{b}^{2}}{R}=\frac{1}{2} \frac{V_{b}^{2}}{r Z_{0}^{2}} . \tag{100}
\end{equation*}
$$

For a matched line $r=1$, the power is

$$
\begin{equation*}
P_{m}=\frac{1}{2} \frac{V_{b}^{2}}{Z_{0}} \tag{101}
\end{equation*}
$$

and Item 4 follows:

$$
\begin{equation*}
\frac{P_{b}}{P_{m}}=\frac{1}{r} \tag{102}
\end{equation*}
$$

Item 5 may be clarified by noting that, in a section of line in which a reflected wave exists, the mean-square current in the walls is larger, for a


Fig. 2.11.-Increase in ohmic loss due to standing waves. given net power transfer to the load, than if a pure traveling wave were in the line. This means that the actual ohmic loss in the walls is increased because of the presence of standing waves. Similarly, the ohmic loss in the dielectric of the line is higher because of an increase in the meansquare voltage across the line. If we consider a half wavelength of line, both current and voltage go through a complete cycle of variation; therefore, the averaging will be unique, irrespective of the phase of the standing wave along the line section chosen. Item 5 is valid, strictly speaking, only for an integral number of half wavelengths or for those lengths containing a sufficient number of half wavelengths to make phase effects negligible. In the latter case, however, the total loss must be so low that the value of $r$ is essentially constant. If this is not the case, the actual loss-increase factor will lie somewhere between these factors calculated on the basis of the values of $r$ at input and output ends of the line section considered.

It is true here, as it is in general, that the power lost per unit length $P_{L}$ must correspond to the decrease, per unit length, of the net power $P$ being transmitted toward the load. Since the power decreases exponentially, $P=P_{0} e^{-2 \alpha z}$, we have

$$
\begin{equation*}
P_{L}=-\frac{d P}{d Z}=-\frac{d}{d Z}\left(P_{0} e^{-2 \alpha z}\right)=2 \alpha P . \tag{103}
\end{equation*}
$$

Consequently we obtain the general relation

$$
\begin{equation*}
\alpha=\frac{P_{L}}{2 P} \tag{104}
\end{equation*}
$$

In the present instance, the power loss is the sum of that loss caused by incident and reflected waves. If the conductors have a resistance $R$ per unit length, this is

$$
\begin{equation*}
P_{L}=\frac{1}{2}\left(I_{i}^{2} R+I_{\Gamma}^{2} R\right)=\frac{1}{2} I_{i}^{2} R\left(1+\Gamma^{2}\right) \tag{105}
\end{equation*}
$$

By Eq. (52), the net power transmitted is

$$
\begin{equation*}
P=\frac{1}{2}\left(I_{i}^{2} Z_{0}-I_{r}^{2} Z_{0}\right)=\frac{1}{2} I_{i}^{2} Z_{0}\left(1-\Gamma^{2}\right) \tag{106}
\end{equation*}
$$

By Eq. (104), the attenuation is

$$
\begin{equation*}
\alpha_{r}=\frac{R}{2 Z_{0}} \frac{\left(1+\Gamma^{2}\right)}{\left(1-\Gamma^{2}\right)} \tag{107}
\end{equation*}
$$

For matched lines $\Gamma=0$, we obtain from Eq. (107)

$$
\begin{equation*}
\alpha_{m}=\frac{R}{2 Z_{0}} \tag{108}
\end{equation*}
$$

After division, Item $\mathbf{5}$ is

$$
\begin{equation*}
\frac{\alpha_{r}}{\alpha_{m}}=\frac{1+\Gamma^{2}}{1-\Gamma^{2}}=\frac{r^{2}+1}{2 r}, \tag{109}
\end{equation*}
$$

where Item $1 b$ has been used to obtain the final term.
It must be recognized that this effect is quite distinct from that of Item 3, which must be considered in addition to the ohmic loss factor. By using a suitable impedance transformer at the input end of a section of line on which standing waves exist, all the power available at that point may be caused to enter the line section; but if its output end is mismatched instead of matched, a greater percentage of power will be used to supply losses in the line section.

Item 6 of Table $2 \cdot 2$ is offered without proof, since proof is rather diffi-


Fig. 2.12.- Voltage standing-wave ratio for susceptance-shunting matched line. cult to obtain on the basis of the transmission-line theory developed in the present chapter; it may, however, be proved by the use of network theory (see Chap. 10). It has been assumed that the line losses are small; hence, each value of $r$ remains substantially constant in passing from the dis-

Tarle 2.1.-Summary of Transmission Line Equations

| No. | Quantity | General line |  | Ideal line |  | Approximation, low-loss line |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Expression | Eq. No. | Expression | Eq. <br> No. | Expression | $\begin{aligned} & \text { Eq. } \\ & \text { No. } \end{aligned}$ |
| 1 | Propagation constant $\gamma=\alpha+j \beta$ | $\sqrt{(K+j \omega L)(G+j \omega C)}$ | 43 | $j \omega \sqrt{L C}$ | 45 | See $\alpha$ and $\beta$ below | $\ldots$ |
| 2 | Phase constant $\beta$ | $\operatorname{Im} \gamma$ | . | $\omega \sqrt{L C}=\frac{\omega}{v_{p}}=\frac{2 \pi}{\lambda}$ | 47 ff. | $\beta^{\prime}\left[1+\frac{1}{2}\left(\frac{\alpha_{c}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta^{\prime}}\right)^{2}\right]$ | 59 |
| 3 | Attenuation constant $\alpha$ | Re $\gamma=\frac{-1}{2} \frac{d P}{P d l}$ | $\ldots$ |  | .. | $\alpha_{t}+\alpha_{d}=\frac{R}{2 Z_{0}^{\prime}}+\frac{G}{2 Y_{0}^{\prime}}$ | 54 |
| 4 | Characteristic Imperlance $Z_{0}$ | $\sqrt{\frac{R+j \omega L}{G+j \omega C}}$ | 44 | $\sqrt{\frac{L}{C}}$ | 46 | $Z_{0}^{\prime}\left[1+\frac{1}{2}\left(\frac{a_{r}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta^{\prime}}\right)\left(\frac{\alpha_{c}}{\beta^{\prime}}+\frac{3 a_{d}}{\beta^{\prime}}\right)\right]$ |  |
|  |  |  |  |  |  | $-j Z_{0}^{\prime}\left(\frac{\alpha_{c}}{\beta^{\prime}}-\frac{\alpha_{d}}{\beta}\right)$ | 62 |
| 5 | Input Impedance $Z_{-l}$ | $Z_{0} \frac{Z_{r}+Z_{0} \tanh \gamma l}{Z_{0}+Z_{r} \tanh \gamma l}$ | 38 | $Z_{0} \frac{Z_{r}+j Z_{0} \tan \beta l}{Z_{0}+j Z_{r} \tan \beta l}$ | 40 |  |  |
| 6 | Impedance of short-circuited line | $Z_{0} \tanh \gamma l$ | $\cdots$ | $j Z_{0} \tan \beta l$ | $\cdots$ | $Z_{0} \frac{\alpha l+j \tan \beta l}{1+j \alpha l \tan \beta l}$ |  |
| 7 | Impedance of open-circuited line | $Z_{0} \operatorname{coth} \gamma l$ | $\ldots$ | $-j Z_{0} \cot \beta l$ | $\cdots$ | $Z_{0} \frac{1+j \alpha l \tan \beta l}{\alpha l+j \tan \beta l}$ |  |
| 8 | Impedance of a line an odd number of quarter wavelengths long | $Z_{0} \frac{Z_{r}+Z_{0} \operatorname{coth}}{Z_{0}+Z_{\mathrm{r}} \operatorname{coth} \frac{\alpha l}{\alpha l}}$ |  | $\frac{Z_{0}^{2}}{Z_{r}}$ | $\cdots$ | $Z_{0} \frac{Z_{0}+Z_{\mathrm{ral}} l}{Z_{r}+Z_{0 \alpha} \alpha}$ |  |
| 9 | Impedance of a line an integral number of half wavelengths long | $Z_{0} \frac{Z_{r}+Z_{0} \tanh \alpha l}{Z_{0}+Z_{r} \tanh \alpha l}$ |  | $Z_{r}$ | $\ldots$ | $Z_{0} \frac{Z_{r}+Z_{\Delta \alpha l}}{Z_{0}+Z_{r} \alpha l}$ | $\cdots$ |

Table 2.2.-Some Miscellaneous Relations in Low-loss Transmission Lines

| Item | Equation | Fig. | Explanation |
| :---: | :---: | :---: | :---: |
| $1 a$ | $r=\frac{1+\|\Gamma\|}{1-\|\Gamma\|}$ | 1 | $r=$ voltage standing-wave ratio |
| $1 b$ | $\|\Gamma\|=\frac{r-1}{r+1}$ | 1 | $\|\Gamma\|=$ magnitude of reflection coefficient |
| $2 a$ | $\mathrm{r}=\frac{R-Z_{0}}{R+Z_{0}}$ | $\ldots$ | $\Gamma=$ reffection coefficient (real) at a point in a line where the impedance is real ( $R$ ). Point |
| $2 b$ | $r=\frac{R}{Z_{0}} ; R=r Z_{0}$ | $\cdots$ | Conditions for $R>Z_{0}$, i.e., at voltage maximum |
| 2 c | $r=\frac{Z_{0}}{R} ; R=\frac{1}{r} Z_{0}$ |  | Conditions for $R<Z_{0}$, i.e., at voltage minimum |
| $3 a$ | $P_{r}=\|\Gamma\|^{2}=\left(\frac{r-1}{r+1}\right)^{2}$ | 1 | $P_{r}=$ power in wave reflected by discontinuity or mismatched load <br> $P_{i}=$ power in incident wave |
| $3 b$ | $\frac{P_{i}}{P_{i}}=1-\|\Gamma\|^{2}=\frac{4 r}{(r+1)^{2}}$ | . | $P_{t}=$ power in transmitted (or absorbed) wave |
| 4 | $\frac{P_{b}}{P_{m}}=\frac{1}{r}$ | $\cdots$ | $P_{b}=$ net power transmitted to load at onset of breakdown in a line in which a VSWR $=r$ exists <br> $P_{m}=$ same when line is matched, $r=1$ |
| 5 | $\frac{\alpha_{r}}{\alpha_{m}}=\frac{1+\Gamma^{2}}{1-\Gamma^{2}}=\frac{r^{2}+1}{2 r}$ | 2 | $\alpha_{m}=$ ordinary attenuation constant; matched line, $r=1$ <br> $\alpha_{r}=$ attenuation constant allowing for increased ohmic loss caused by standing waves $(\mathrm{VSWR}=r)$ |

Table 2.2-Some Miscellaneous Relations in Low-loss Transmission Lines.-(Continued)

| Item | Equation | Fig. | Explanation |
| :---: | :---: | :---: | :---: |
| $6 a$ $6 b$ $6 c$ $6 d$ | $\left\{\begin{array}{l} r_{\max }=r_{1} r_{2} \\ r_{\min }=\frac{r_{2}}{r_{1}} ; r_{1}<r_{2} \\ r_{\max }=r_{1} r_{2} r_{3} \cdots r_{n} \\ r_{\min }=\frac{r_{n}}{r_{1} r_{2} \cdots r_{n-1}} \\ r_{1}<r_{2}<r_{3}<\cdots<r_{n} \end{array}\right.$ | . . . . | Resultant VSWR when two separate mismatches combine in worst phase <br> Resultant when they combine in best phase <br> Resultant for $n$ mismatches, worst phase <br> Resultant for $n$ mismatches, best phase. If this gives $r_{\text {min }}<1$, then $r_{\text {min }}=1$ |
| $7 a$ 76 $7 c$ | $\left\{\begin{array}{l} \|\Gamma\|=\frac{\|X\|}{\sqrt{X^{2}+4}} \\ r=\frac{\sqrt{X^{2}+4}+\|X\|}{\sqrt{X^{2}+1}-\|X\|} \\ \|X\|=\frac{r-1}{\sqrt{r}} \end{array}\right.$ | 3 | Relations for the case of a normalized reactance $X$ in series with resistance $Z_{0}$ |
| $8 a$ $8 b$ $8 c$ | $\begin{aligned} & \|\Gamma\|=\frac{\|B\|}{\sqrt{B^{2}+4}} \\ & r=\frac{\sqrt{B^{2}+.4}+\|B\|}{\sqrt{B^{2}+4}-\|B\|} \\ & \|B\|=\frac{r-1}{\sqrt{r}} \end{aligned}$ | 3 3 | Relations for the case of a normalized susceptance $B$ shunting conductance $Y_{0}$ |

continuity giving rise to it to the next discontinuity. For mathematical convenience, the standing-wave ratios have been numbered with subscripts assigned in the order of increasing values. Since $r$ is, by definition, equal to or greater than unity, whenever the formulas give values less than unity, the true minimum is unity. By proper phasing of the various discontinuities, any value of resultant VSWR between the minimum and maximum values indicated is attainable.

## TRANSMISSION LINES AS GUIDES FOR ELECTROMAGNETIC WAVES

2.7. The Guided-wave Concept-Unfortunately, the conventional transmission-line theory outlined above is limited in its application to lines with two or more conductors, such as coaxial or parallel-wire lines. Even these simple lines may propagate waves in which the distribution


Fig. 2.13. --l"ields is a plane wave in free space.
of currents and electric fields is more complicated than the assumptions of the conventional theory permit. To study these so-called "higher modes," a more comprehensive approtch must be made. This is afforded by the application of electromagnetic theory to the problem. Whereas the conventional theory chiefly considers currents and voltages, the electromagnetic theory is primarily concerned with the electric and magnetic fields associated with these currents and roltages. The concept of the propagation of energy through space in the form of an electromagnetic wave is one which is familiar in connection with radio and light waves. The electric and magnetic fields for a portion of an infinitely large wavefront are shown in Fig. 2•13. The wave is being propagated (vector $\mathbf{P}$ ) in the positive 2-direction, toward the reader; in Fig. 2.13 a small portion of the $y z$-plane is shown. The wave is being propagated to the right and the distance $\lambda_{0}$, between points of identical phase, is
indicated. The only electric field present is $F_{y}$, and the only magnetic field is $H_{x}$. Both are uniform over the $x y$-plane, and vary, with time and $z$-coordinate, as $e^{j \omega t-\gamma z}$. For free space, $\alpha$ is 0 , so $\gamma=j \beta=j 2 \pi / \lambda_{0}$. The velocity of propagation is identical with the phase velocity,

$$
c=1 / \sqrt{\mu_{0} \epsilon_{0}}=2.99776 \times 10^{8} \mathrm{~m} / \mathrm{sec}
$$

There is a unique relation between $\mathbf{E}$ and $\mathbf{H}$ in such a plane wave.

$$
\mathrm{E}=\sqrt{\mu_{0} / \epsilon_{0}} \mathrm{H} ;
$$

the quantity $\sqrt{\mu_{0} / \epsilon_{0}}$ is called the "wave impedance of free space" and has the value 376.7 ohms.

A transmission line may be regarded as a guide which confines the electromagnetic energy to the dielectric medium that comprises part of the line, therelly permitting its propagation with relatively high efficiency along the line. In a coavial line, for example, the electric and magnetic fields are confined to the space between the outer and inner cylinders. At the boundary between diclectric medium and metallic conductor, a sharp discontinuity in electrical properties occurs. The high conductivity of the metal wall gives rise to boundary conditions which impose certain restrictions on the form of the elcetric and magnetic fields which may exist within the dielectric. A consequence of the good conductivity of the metallic walls is this: electrical currents are induced in the walls by the magnetic fields, thus providing a connecting link between the conventional viewpoint and the clectromagnetic-wave approach. For simple transmission lines, the voltage between conductors is simply the integral of the electric field; this provides another connecting link.

The electromagnetic-wave concept is based on the fundamental set of equations known as Maxwell's Equations. These equations draw on experimental and theoretical contributions of Gauss, Ampere, and Faraday as well as on those of Maxwell, who incorporated their various theories into one comprehensive electromagnetic theory. These equations may be expressed in compact, vector form as

$$
\begin{align*}
\operatorname{div} \mathrm{D} & =\rho  \tag{110a}\\
\operatorname{cliv} \mathrm{B} & =0  \tag{110b}\\
\operatorname{curl} \mathrm{H} & =\mathrm{J}+\frac{\partial \mathrm{D}}{\partial t}  \tag{110c}\\
\operatorname{curl} \mathrm{E} & =-\frac{\partial \mathrm{B}}{\partial t} \tag{110d}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{D}=\epsilon \mathrm{E} \tag{111a}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { B }=\mu \mathrm{H}, \tag{111b}
\end{equation*}
$$

are the electric and magnetic inductions. The conduction current density J is related to the electric field by Ohm's law,

$$
\begin{equation*}
\mathrm{J}=\sigma \mathrm{E} . \tag{112}
\end{equation*}
$$

These equations are given here chiefly for reference. It is beyond the scope of this volume to carry through a detailed development of trans-mission-line problems based on these equations. Rather, the general procedure for such a development will be outlined briefly and the results for specific types of waveguide written. ${ }^{1}$

Let us consider a waveguide which is formed by one or more metallic conductors of unspecified cross-sectional form, but which has a uniform cross section throughout its length. The most common types of waveguide are coaxial cylinder's, parallel wires, hollow tubes of rectangular cross section, and hollow tubes of


Fig. 2.14.-Rectangular-waveguide coordinates. circular cross section. The present discussion applies to any one of these as well as to other less common shapes. For the sake of concreteness, let us think of the discussion as applying to the rectangular waveguide of Fig. 2•14, although the discussion itself will be kept perfectly general. It is customary to simplify the problem by considering first the case of an ideal waveguide with perfectly conducting walls. This consideration immediately imposes the boundary condition that the tangential component of the electric field must vanish on all conducting surfaces. The compact vector equations, Eqs. (110b) and (110d), are then expanded into expressions involving field components. This expansion is written in that system of coordinates in which the boundary conditions are most easily expressed. Thus, for rectangular waveguide the expansion is written in rectangular coordinates, while for cylindrical waveguide and for coavial cylinders the cylindrical coordinate system is used. These equations are simplified by assuming all the fields to vary sinusoidally in time and to be propagated in the axial coordinate direction with a propagation constant $\gamma$; that is,

$$
\begin{align*}
& \mathbf{E}=\mathbf{E}^{\prime} e^{j \omega t-\gamma^{2}}, \\
& \mathbf{H}=\dot{\mathbf{H}}^{\prime} e^{\prime j \omega t-\gamma^{2}} \tag{113}
\end{align*}
$$

The problem, then, becomes one of finding expressions for the variation of

[^3]the field components in the other two coordinates consistent with the field equations and satisfying the boundary conditions. Simple field distributions which meet these requirements in three common waveguide types are sketched in Fig. 215. The mode designations will be explained below.

To recapitulate, the dependence on time and on the axial coordinate is assumed to be given by Eq. (113). If equations for the cross-sectional dependence of the fields can be found which satisfy the field equations, Eqs. (110c) and (110d), and which require no tangential electric field on the metallic walls, a solution of the waveguide problem will have been found. Although one might fear that no such solution can be found by this method, it actually turns out that an infinite number of solutions results. This arises from the fact that there are more variables and parameters than connecting equations. As a matter of fact, the usual practice is to choose one field component (usually $E_{z}$ or $H_{z}$ ) equal to zero and solve for the remaining field components. Even when this is done, an infinite set of solutions exists which satisfies the connecting equations and the boundary conditions.

If $E_{z}=0$, then the vector E clearly lies in the plane transverse


Fig. 2.15.-. Fields in waveguides. The modes are ( $a$ ) $T E M$ in coaxial line, (b) $T E_{10}$ in rectangular tube, (c) $T E_{12}$ in round tube. to the propagational axis $z$. The resulting set of solutions, commonly termed "modes," are designated as transverse electric or TE-modes. If $H_{z}=0$, the resulting solutions are termed transverse magnetic, or $T M$ modes. In some special cases (for example, coaxial line or two-wire line operating in the simplest manner) both $E_{z}$ and $H_{z}$ are zero, and the solution is termed transverse electromagnetic, or TEM-mode. It is only to these simple cases that the conventional transmission-line theory applies.

In these simple cases, there is no lower limit on the frequencies that may be propagated along the line; nor is the phase velocity dependent on the frequency. That is, such a line is nondispersive, and the group and
signal velocities are identical with the phase velocity. In the general case for a given waveguide, each separate mode of the TE- or TM-series is characterized by a frequency below which propagation does not occur. This is called the "cutoff frequency" for the particular mode, and the associated free-space wavelength is called the "cutoff wavelength." At the cutoff frequency the phase velocity for that mode is infinite and drops rapidly as the frequency is increased. Consequently, such modes are dispersive, and the group and signal velocities are not equal to the phase velocity. Similarly, the guide wavelength, the distance between equiphase points in the waveguide, is infinite at the cutoff frequency and drops rapidly as the frequency is increased.

### 2.8. Transmission Characteristics of a Simple Parallel-plate Wave-

 guide.--In order to visualize better the physical situation that exists in a waveguide transmitting an electromagnetic wave, it may be found

Fig. 2•16.-Portion of a plane wave confined between infinite conducting planes.
helpful to consider in some detail the fields in a simple waveguide. Although a purely mathematical development based on Maxwell's equations gives expressions for all the field components and enables one to map the fields, an aid to physical understanding is afforded by a consideration of the problem from the standpoint of plane waves.

Lossless Waveguide.-The type of waveguide easiest to visualize is that composed of two parallel planes, Fig. 2•16, infinite in extent and having perfect conductivity. The electric field has only a $y$-component; hence the boundary condition reguiring zero electric field tangential to the conductor planes is satisfied. The magnetic field, being tangential to the conducting planes, induces currents on them as indicated. The direction of propagation of the energy is given by the right-hand-screw rule: it is the direction of advance of such a screw when turning the vector E into the vector H , the axis of the screw being perpendicular to the plane containing $\mathbf{E}$ and H . The wave of Fig. $2 \cdot 16$ is being propagated in the positive $z$-direction, as indicated by the vector $\mathbf{P}$. The direction of propagation, as well as the instantaneous rate of transfer of electro-
magnetic energy across unit area in this direction, is given by the Poynting vector,

$$
\mathrm{S}=\mathrm{E} \times \mathrm{H}
$$

$\mathbf{E}$ and $\mathbf{H}$ being instantaneous values at the point considered. The time average of S , taken over a cycle, gives the average power per unit area flowing through an infinitesimal element of surface chosen perpendicular to the vector S. If we have, at a certain point, only the fields $E_{y}$ and $H_{x}$, where the symbols stand for the amplitude of fields varying sinusoidally with time, the average power per unit area will be

$$
\begin{equation*}
p_{z}=\frac{1}{2} E_{y} H_{x} . \tag{114}
\end{equation*}
$$

The factor $\frac{1}{2}$ arises, of course, from the averaging process. If we consider a width $a$, in the $x$ dimension of Fig. 2•16, the power transferred is the product of power per unit area $p_{z}$ and the area $a b$;

$$
\begin{equation*}
P=\frac{1}{2} E_{y} H_{x} a b \tag{115}
\end{equation*}
$$

Since the amplitude of the current for unit width of either conducting plane is equal to the amplitude of the magnetic field,

$$
I_{l}=H_{x} ;
$$

therefore the total current in width $a$ is

$$
\begin{equation*}
I=a H_{x} \tag{116}
\end{equation*}
$$

and the amplitude of the voltage between planes is

$$
\begin{equation*}
V=b E_{y} \tag{117}
\end{equation*}
$$

Substituting Eqs. (116) and (117) in Eq. (115), we obtain

$$
\begin{equation*}
P=\frac{1}{2} V I, \tag{118}
\end{equation*}
$$

which is in agreement with the result obtained by ordinary low-frequency or conventional transmission-line theory. The equivalent characteristic impedance for a section of width $a$ is

$$
\begin{equation*}
Z_{e}=\frac{V}{I}=\frac{b}{a} \frac{E_{\eta}}{I_{x}} \tag{119}
\end{equation*}
$$

By suitable mathematical manipulation of Maxwell's equations, it can be shown that for a plane wave in a medium whose magnetic permeability is $\mu_{1}$, and whose dielectric constant is $\epsilon_{1}$, the ratio between electric and magnetic fields is the wave impedance,

$$
\begin{equation*}
Z_{w}=\frac{E_{y}}{H_{x}}=\sqrt{\frac{\mu_{1}}{\epsilon_{1}}} \tag{120}
\end{equation*}
$$

The relation between the fields in our simple waveguide is not altered if we change the plane separation $b$. If we increase $b$ indefinitely, we obtain in the limit an infinite plane wave. Therefore, these fields have the same form as those of a plane wave, and Eq. (120) is applicable to the simple waveguide. Equation (119) may then be written

$$
\begin{equation*}
Z_{e}=\frac{b}{a} Z_{w} \tag{121}
\end{equation*}
$$

Similarly, the phase velocity for a plane wave, propagated in a medium whose characteristic constants are $\mu_{1}$ and $\epsilon_{1}$, may be shown; by use of Maxwell's equations, to be

$$
\begin{equation*}
v_{p}=\frac{1}{\sqrt{\mu_{1} \epsilon_{1}}}=\frac{c}{\sqrt{k_{e_{1}} k_{m_{1}}}} . \tag{122}
\end{equation*}
$$

The intrinsic wavelength in the medium is

$$
\begin{equation*}
\lambda_{1}=\frac{v_{p}}{\nu}=\frac{1}{\nu \sqrt{\mu_{1} \epsilon_{1}}}=\frac{\Lambda_{0}}{\sqrt{k_{e_{1}} k_{m_{1}}}} . \tag{123}
\end{equation*}
$$

These same relations apply to the simple waveguide that we are discussing. Since the conduction planes are assumed to be perfectly conducting, no conductor loss is present. Similarly, the dielectric medium is assumed to be ideal; therefore there is no dielectric loss. Hence, for the simple case we have been considering, the transmission characteristics are

$$
\left.\begin{array}{rl}
\alpha & =0  \tag{124}\\
\beta & =\frac{2 \pi}{\lambda_{1}}=\omega \sqrt{\mu_{1} \epsilon_{l}} \\
Z_{w} & =\sqrt{\frac{\mu_{1}}{\epsilon_{1}}} \\
Z_{e} & =\frac{b}{a} Z_{w} .
\end{array}\right\}
$$

Waveguide with Losses.-If the dielectric is not ideal but possesses an effective conductivity $\sigma_{1}$, the power dissipated per unit volume is $\frac{1}{2} E_{2}^{2} \sigma_{1}$; and the power lost per unit length for a section of waveguide of width $a$ is

$$
\begin{equation*}
P_{\imath}=a b \frac{1}{2} E_{3}^{2} \sigma_{1} \tag{125}
\end{equation*}
$$

Jt is true here, as it is in general, that the power lost per unit length $P_{l}$ must correspond to the decrease per unit length of the power $P$ being transmitted. Since $P=P_{0} e^{-2 \alpha z}$, we have

$$
P_{l}=-\frac{d P}{d z}=--\frac{d}{d z} P_{0} e^{-2 \alpha z}=2 \alpha P
$$

Therefore, we obtain the general relation

$$
\begin{equation*}
\alpha=\frac{P_{i}}{2 P} \tag{126}
\end{equation*}
$$

The value of $P$ in this case is found, using Eqs. (115) and (120), to be

$$
\begin{equation*}
P=\frac{1}{2} a b E_{y}^{2} \sqrt{\frac{\epsilon_{1}}{\mu_{3}}} \tag{127}
\end{equation*}
$$

Substituting in Eq. (126) we obtain the dielectric loss factor,

$$
\begin{equation*}
\alpha_{d}=\frac{\frac{1}{2} a b E_{y^{2} \sigma_{1}}^{a b E_{\nu}^{2}} \sqrt{\frac{\epsilon_{1}}{\mu_{1}}}}{\frac{\sigma_{1}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} . . . . ~ . ~} \tag{128}
\end{equation*}
$$

Although this relation was derived for a certain size of guide, it is clear that it holds for any size. Since, in Eq. (126), both $P_{i}$ and $P$ are directly proportional to the cross-sectional area, their ratio is independent of the guide dimensions. Conventional transmission-line theory, Eq. (57), gives

$$
\begin{equation*}
\alpha_{d}=\frac{G}{2 \widetilde{Y_{0}^{\prime}}} \tag{2.57}
\end{equation*}
$$

The conductance $G$, per unit length of a waveguide strip of width $a$, is

$$
\begin{equation*}
G=\frac{a \sigma_{1}}{b} \tag{129}
\end{equation*}
$$

The equivalent characteristic admittance $Y_{\text {e }}$ plays the part of $Y_{0}^{\prime}$ in the previous section. For such a strip $Y_{\rho}$ is the reciprocal of $Z_{e}$;

$$
\begin{equation*}
Y_{e}=\frac{1}{Z_{e}}=\frac{a}{b \sqrt{\frac{\mu_{1}}{\epsilon_{1}}}} . \tag{130}
\end{equation*}
$$

Hence, we obtain the dielectric loss by substituting in Eq. (57),

$$
\begin{equation*}
\alpha_{d}=\frac{a \sigma_{1}}{b} \frac{b}{2 a} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}}=\frac{\sigma_{1}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} . \tag{131}
\end{equation*}
$$

Again, the conventional transmission-line theory agrees with electro-magnetic-wave theory.

To obtain an accurate expression for the conductor loss, one would have to solve the electromagnetic field equations, taking into account the finite conductivity $\sigma_{2}$ and the constants $\mu_{2}$ and $\epsilon_{2}$, characteristic of the conductor material. This would lead to nonvanishing tangential components of $\mathbf{E}$ on conductor surfaces, which may be thought of as arising from an ohmic relation between the currents induced in the conductor by
the magnetic field and the finite resistivity of the conductor. For any ordinary metallic conductor, and for frequencies up to those approaching the optical region, this tangential field is very much smaller than the normal component of electric field; hence, the following approximate method of obtaining the attenuation is good. The relation between the complex magnetic field $H_{x}^{\prime}$ and the complex tangential electric field $E_{z}^{\prime}$, at the surface of the conductor, is found to be the so-called "surface impedance";

$$
\left.\begin{array}{l}
Z_{s}=\frac{E_{z}^{\prime}}{\widetilde{H_{x}^{\prime}}}=\sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}}(1+j)  \tag{132}\\
Z_{s}=R_{s}+j X_{s}
\end{array}\right\}
$$

The factor $(1+j)$ indicates that the fields $E_{z}^{\prime}$ and $H_{x}^{\prime}$ are $45^{\circ}$ out of phase in time. As a matter of fact, this impedance is merely the intrinsic impedance, the ratio of $E^{\prime}$ to $H^{\prime}$, for plane-wave propagation in a metal. The power flowing into a unit area of each conductor to supply the conductor loss is given by the time average of the $y$ component of the Poynting vector. Taking $H_{x}^{\prime}$ as a reference, $E_{z}^{\prime}$ has a component

$$
E_{z 1}=R_{s} H_{x}=\sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{!}}} H_{x}
$$

in phase with $H_{x}^{\prime}$, and an equal component out of phase. The time average of the Poynting vector is the same as the time average of the product of these in-phase fields; thus,

$$
\begin{equation*}
P_{2}=\frac{1}{2} \sqrt{\frac{\pi \mu_{2}}{\sigma_{2}}} H_{x}^{2} . \tag{133}
\end{equation*}
$$

This relation gives the power dissipated per unit area of each conductor in terms of the amplitude of the magnetic field $H_{x}$. It is assumed that $H_{x}$ is, to a good approximation, the same as that given by the simple theory in which the conductors are assumed to be perfectly conducting. As previously noted, this assumption is good for ordinary metals at radio frequencies. The total loss in both conductors per unit length of a strip of waveguide of width $a$ is

$$
\begin{equation*}
P_{l}=2 a P_{2}=a \sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}} H_{x}^{2} \tag{134}
\end{equation*}
$$

The power transmitted is, using Eqs. (115) and (120),

$$
\begin{equation*}
P=\frac{1}{2} a b E_{y} H_{x}=\frac{1}{2} a b \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} H_{x}^{2} . \tag{135}
\end{equation*}
$$

Substitution of these expressions in Eq. (126) gives the conductor loss factor

$$
\begin{align*}
\alpha_{c} & =\frac{a \sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}} H_{x}^{2}}{a b \sqrt{\frac{\mu_{1}}{\epsilon_{1}}} H_{x}^{2}} \\
& =\frac{1}{b} \sqrt{\frac{\pi \nu \mu_{2} \epsilon_{1}}{\sigma_{2} \mu_{1}}} \tag{136}
\end{align*}
$$

It might seem odd that the strip width a does not appear in this expression. This is easily understood, however, when it is recalled that both power transmitted and power lost are directly proportional to $a$; hence the attenuation, their ratio, is independent of $a$. As an interesting application of this result, let us see what thickness of conducting plane, carrying the same total current uniformly distributed, would give the same loss. Since the current per unit width is equal to $H_{x}$, the loss per unit area in a sheet of thickness $d$, which has a conductivity $\sigma_{2}$, is

$$
\begin{equation*}
P_{2}=\frac{1}{2} I^{2} R=\frac{1}{2} H_{x}^{2} \frac{1}{\sigma_{2} d} . \tag{137}
\end{equation*}
$$

Equating Eqs. (133) and (137) gives

$$
\frac{1}{2} \sqrt{\frac{\pi \nu \mu_{2}}{\sigma_{2}}} H_{x}^{2}=\frac{H_{x}^{2}}{2 \sigma_{2} d},
$$

so that

$$
\begin{equation*}
d=\frac{1}{\sqrt{\pi \nu \mu_{2} \sigma_{2}}} . \tag{138}
\end{equation*}
$$

It will be noticed that this expression for $d$ is precisely that given by Eq. (78) as the "skin depth" or "depth of penetration," denoted by $\delta$. The magnetic field $H_{x}$, electric field $E_{z}$, and associated current density $J_{z}$ all decrease in amplitude as one passes from the surface $y=b$ into the metal of the top plate. Each of the three expressions contains the factor $e^{-(y-b) / \delta}$, so $\delta$ may be interpreted as the distance into the metal required for fields and current density to decrease to $1 / e$ of their values on the surface of the metal.

In this waveguide with losses, the phase constant $\beta$, the characteristic impedance $Z_{e}$, and the wave impedance $Z_{w}$ are all practically the same as those for the lossless waveguide already discussed. Small correction terms such as those developed in the latter part of Sec. $2 \cdot 4$ would apply here as well. The attenuation factor for this simple parallel-plate waveguide is, for a strip of width $a_{2}$

$$
\alpha=\alpha_{c}+\alpha_{d},
$$

where

$$
\left.\begin{array}{l}
\alpha_{c}=\frac{1}{b} \sqrt{\frac{\pi \nu \mu_{2} \epsilon_{1}}{\sigma_{2} \mu_{1}}},  \tag{139}\\
\alpha_{d}=\frac{\sigma_{1}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}}
\end{array}\right\}
$$

2.9. Rectangular Waveguide, $T E_{10}$-mode.-Although the simple parallel-plate waveguide just discussed is easy to analyze, it is not a practical type of waveguide. By a fairly simple extension of the planewave approach, the $T E_{10}$-mode in a rectangular waveguide may be visualized. Let us take the parallel-plane waveguide of Fig. 2•16 and

add a conducting wall in the ( $x=0$ )-plane as shown in Fig. 2•17. Let a plane wave of the type discussed in Sec. $2 \cdot 8$ approach the plane $x=0$ as shown in Fig. 2•17. The intrinsic wavelength in the medium, as given in Eq. (123), is indicated. The direction of propagation $P_{i}$ makes an angle $\theta$ with the $x$-axis, the normal to the ( $x=0$ )-plane. When this incident wave strikes the $(x=0)$-plane, it will be reflected in the direc-
tion $P_{r}$ in such a way as to satisfy the boundary condition $E_{y}=0$ on the conducting ( $x=0$ )-plane. The resulting interference pattern is indicated in Fig. 2-17. It will be noted that each positive equiphase line of the incident wave intersects a negative equiphase line (its own reflection) at the conducting plane $x=0$. Similarly, the amplitude of the field $E_{y}$ at each point along the conducting plane $x=0$ may be shown to be zero, as required. A similar situation exists on the ( $x=a$ )-plane, where each positive equiphase line intersects a negative equiphase line of the reflected wave (not its own reffection, but that of the positive equiphase line which preceded it by one wavelength). Similarly, at each point of the ( $x=a$ )-plane the field $E_{y}$ is zero. If we should place a conducting sheet in the ( $x=a$ )-plane, there would be no tangential electric field there, and therefore it would not disturb the electric field pattern. We could then consider the reflected wave $P_{r}$ as being incident on this conductor and as being reflected from it as the wave $P_{r}^{\prime}$ of Fig. 2•18. This


Fig. 2-18. Successive reflections.
wave is in turn reflected in the ( $x=0$ ) -plane as $l_{t}^{\prime \prime}$, and so on down the waveguide in the $z$ direction. The resulting waveguide is shown in Fig. 2•19.

We are now ready for some more ruantitative discussions of the propagation characteristics. Figure 2.20 represents a section of the waveguide just developed, with a minimum number of phase lines drawn in and some pertinent dimensions indicated. Some simple trigonometric relations enable us to write

$$
\begin{align*}
& \cos \theta=\frac{\lambda_{1} / 2}{a}=\frac{\lambda_{1}}{2 a}  \tag{140}\\
& \cot \theta=\frac{\lambda_{1 \prime} / 4}{a / 2}=\frac{\lambda_{g}}{2 a} . \tag{141}
\end{align*}
$$

Division of Eq. (141) by Eq. (140) gives

$$
\begin{equation*}
\frac{\lambda_{g}}{\lambda_{1}}=\frac{\cot \theta}{\cos \theta}=\frac{1}{\sin \theta} . \tag{142}
\end{equation*}
$$

Using Eq. (140), $\sin \theta$ may be expressed

$$
\begin{equation*}
\sin \theta=\sqrt{1-\cos ^{2} \theta}=\sqrt{1-\left(\frac{\lambda_{1}}{2 a}\right)^{2}} ; \tag{143}
\end{equation*}
$$

substituting in Eq. (142), we obtain the desired relation

$$
\begin{equation*}
\lambda_{0}=\frac{\lambda_{1}}{\sqrt{1-\left(\frac{\lambda_{1}}{2 a}\right)^{2}}} . \tag{144}
\end{equation*}
$$

Since the cosine function never exceeds unity, Eq. (140) cannot be satisfied if $\lambda_{1}$ is greater than $2 a$; but it can be satisfied for any $\lambda_{1}$ smaller

(c) Top view at $Y=b / 2$


Fig. 2•19.-Fields and currents in rectangular waveguide, $T E_{10}$-mode.
than $2 a$. Similarly, the guide wavelength must equal or exceed $\lambda_{1}$, the intrinsic wavelength in the medium, in order to satisfy Eq. (142). Both of these conclusions are indicated also by Eq. (144), since if $\lambda_{1}$ exceeds $2 a, \lambda_{g}$ become imaginary; and if $\lambda_{1}$ is less than $2 a, \lambda_{g}$ equals or exceeds $\lambda_{1}$. The "critical" or "cutoff" wavelength is the free-space wavelength $\lambda_{0}$
associated with $\lambda_{1}=2 a$. Using Eq. (123), $\lambda_{1}=\lambda_{0} / \sqrt{k_{e_{1}} k_{m_{1}}}$, we may write

$$
\begin{equation*}
\lambda_{c}=2 a \sqrt{k_{e_{1}} k_{m_{1}}} . \tag{145}
\end{equation*}
$$

This is the longest wavelength that will propagate down this waveguide in this mode. The corresponding frequency,

$$
\begin{equation*}
\nu_{c}=\frac{c}{\lambda_{c}}=\frac{c}{2 a \sqrt{k_{e_{1}} k_{m_{1}}}}, \tag{146}
\end{equation*}
$$

is the cutoff frequency which is approached as the angle $\theta$ approaches zero; that is, the wave bounces back and forth across the guide, making


Fig. 2.20.-Relations in $T E_{10-m o d e . ~}^{\text {m }}$.
little progress along it. In the limit, at cutoff, the wave bounces back and forth across the guide at perpendicular incidence to the walls.

Applying Eq. (145), we may write Eq. (144) as

$$
\begin{equation*}
\lambda_{o}=\frac{\lambda_{0} / \sqrt{k_{e_{1}} k_{m_{1}}}}{\sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}} . \tag{147}
\end{equation*}
$$

Although this result was derived for a special waveguide and mode, it is characteristic of all types of waveguide and of all modes. For each case, there is a cutoff wavelength $\lambda_{c}$ which is the longest free-space wavelength that may be propagated. The expression for this cutoff wavelength, in terms of the dimensions and materials of the waveguide being considered, may be obtained for any desired mode by setting up and solving the appropriate field equations. The value thus obtained may then be used in Eq. (147) to obtain the guide wavelength.

We now turn our attention to the constants $\alpha, \beta$, and $Z_{0}$. The phase constant is

$$
\begin{equation*}
\beta=\frac{2 \pi}{\lambda_{o}}=\frac{2 \pi}{\lambda_{0}} \sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}} \sqrt{k_{e_{\mathrm{t}}} k_{m_{1}}} \tag{148}
\end{equation*}
$$

The phase velocity, $v_{p}=\omega / \beta$, is

$$
\begin{equation*}
v_{p}=\frac{\nu \lambda_{0}}{\sqrt{k_{e_{1}} k_{m_{1}}} \sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}}=\frac{c}{\sqrt{k_{e_{1}} k_{m_{1}}} \sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}} . \tag{149}
\end{equation*}
$$

Since the phase velocity depends on the frequency, the guide is dispersive, and the signal and group velocities are not equal to $v_{p}$. The attenuation constant $\alpha$ may be calculated in the same way as that of the parallelplate waveguide of Sec. $2 \cdot 7$, but to do so the magnetic fields should be known. In the simple plane-wave treatment of the $T E_{10}$-wave the magnetic fields have not been considered, and it does not seem profitable to do so since a complicated analysis would be necessary. Both magnetic and electric fields are indicated in Fig. 2•15; expressions for them may be found elsewhere. ${ }^{1}$ When the calculations are made, the resulting dielectric attenuation factor is

$$
\begin{align*}
\alpha_{d} & =\frac{\sigma_{1}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}}-\frac{1}{1-\left(\frac{\lambda_{1}}{2 a}\right)^{2}} \\
& =\alpha_{d}^{\prime} \frac{\lambda_{g}}{\lambda_{1}} \tag{150}
\end{align*}
$$

where the prime denotes the corresponding attenuation factor of the parallel-plate waveguide, Eq. (139). Similarly, the conductor attenuation is

$$
\begin{align*}
\alpha_{c} & =\frac{1}{b} \sqrt{\frac{\pi \nu \mu_{2} \epsilon_{1}}{\sigma_{2} \mu_{1}}} \frac{1+\frac{2 b}{a}\left(\frac{\lambda_{1}}{2 a}\right)^{2}}{\sqrt{1-\left(\frac{\lambda_{1}}{2 a}\right)^{2}}} \\
& =\alpha_{c}^{\prime} \lambda_{\lambda_{1}}\left[1+\frac{2 b}{a}\left(\frac{\lambda_{1}}{2 a}\right)^{2}\right] . \tag{151}
\end{align*}
$$

The last term in the bracket is associated with the losses in the side walls at $x=0$ and at $x=a$, and the first one is associated with losses on the walls at $y=0$ and $y=b$. Both attenuation factors contain the factor $\lambda_{g} / \lambda_{1}$, which becomes infinite at the cutoff wavelength; this seems reasonable because near cutoff the wave bounces back and forth across the guide, suffering attenuation with each crossing but making little progress down the guide. When operating far from cutoff, on the other hand, $\lambda_{g} / \lambda_{1}$ approaches unity and $\lambda_{1} / 2 a$ approaches zero, so that both attenuations approach the values for the simple parallel-plate waveguide; this also seems quite reasonable, since by our reflected-wave concept the

[^4]wave is now essentially a plane wave traveling parallel to the walls of the guide.

Since $\alpha$ and $\beta$ have been discussed, the consideration of characteristic impedance may now be studied. For the parallel-plate waveguide there was no difficulty in defining the potential difference $V$ between the two plates. In the present instance, however, there is only one conductor; hence, this definition of $V$ becomes meaningless. Similarly in the previous discussion, the current $I$ flowing in unit width of each plate of the waveguide was calculated. Now, there are no separate conductors carrying current; moreover, some currents flow transverse to the direction of propagation, as indicated in Fig. 2•19. These transverse currents, however, are not associated with the magnetic field component $H_{x}$ which enters into the Poynting-vector expression for power propagated in the $z$ direction. The top and bottom walls of the waveguide of Fig. 2.19 may be considered as forming a sort of parallel-strip transmission line and carrying currents in opposite directions. Let us calculate the total longitudinal current in the lower strip, in the ( $y=0$ )-plane, and its negative in the top strip. This gives for the total longitudinal current,

$$
\begin{equation*}
I_{l}=\frac{2}{\pi} a H_{x} . \tag{152}
\end{equation*}
$$

Here $H_{x}$, the amplitude of the magnetic field, is equal to the current per unit width at the center, and the factor $2 / \pi$ arises from averaging the sinusoidally varying magnetic field across the width $a$. The definition of a reasonable voltage between top and bottom walls is a still more difficult matter. The voltage is zero at the side walls, at $x=0$ and at $x=a$, and has the amplitude $b E_{y}$ at the center. Some sort of averaging appears to be in order. Let us choose, if possible, an averaging factor so that an effective voltage $V_{e}$ results which is defined by the equation

$$
\begin{equation*}
P=\frac{1}{2} V_{t} I_{l} . \tag{153}
\end{equation*}
$$

When the Poynting vector is integrated over the cross section and averaged in time, the power is found to be

$$
\begin{equation*}
P=\frac{a b}{4} E_{y} H_{x} . \tag{154}
\end{equation*}
$$

Equating Eqs. (153) and (154), and using Jid. (152), we obtain

$$
\begin{align*}
V_{e} & =\frac{a b E_{y} H_{x}}{2 I_{t}} \\
& =\frac{\pi}{4} b E_{y} . \tag{155}
\end{align*}
$$

The effective voltage so defined is lower than the integrated voltage across the center of the waveguide by the factor $\pi / 4$. However, this factor is somewhat higher than the factor $2 / \pi$ which would be obtained
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by a simple averaging across the $a$ dimension. This seems reasonable, since the longitudinal current associated with the voltage is strongest at the center; and, consequently, the higher voltages at the center should be given greater weight in the averaging process than the lower voltages nearer the side walls.

In the procedure outlined above the transverse currents were ignored and the total longitudinal current flowing in the top and bottom walls was calculated. Then an effective voltage was defined as that voltage which, when used in conjunction with the longitudinal current just calculated, would give the power being transmitted. There can be no doubt that the current and voltage so defined are appropriate for the purpose of calculating power transmission. They are not the only definitions which could be used, of course. One might begin by choosing the maximum voltage $b E_{y}$ to be the voltage $V$, though this does not seem particularly logical. An effective current could then be defined in such a way that it could be used to calculate transmitted power. Although this combination of $V$ and $I$ would give the proper value for power, it does not seem nearly so logical as the method which was originally used. In fact, the original method seems so plausible that one is tempted to use the current and voltage so defined to calculate an effective characteristic impedance;

$$
\begin{equation*}
Z_{e}=\frac{V_{e}}{I_{l}}=\frac{\pi^{2}}{8} \frac{b}{a} \frac{E_{y}}{I_{x}} \tag{156}
\end{equation*}
$$

In attempting to define any such equivalent characteristic impedance one enters into a very controversial subject. There can be no denying that this is the proper definition on the basis of power transmission and total longitudinal current, for that is the basis on which it was derived. Thus it is certainly true that

$$
\begin{equation*}
P=\frac{1}{2} I_{i}^{2} Z_{c} . \tag{157}
\end{equation*}
$$

It is when one begins to extend an impedance defined on a certain basis to otner uses that trouble and controversy arise. A number of different definitions, each useful for certain purposes, have been proposed. Three of these, based on the maximum voltage $V$, total longitudinal current $I$, and power $P$, are given by Schelkunoff;
${ }^{1}$ S. A. Soluolkunoff, Electromertutic Wowes, Ian Nostrand, New Iork, 1943, (hap) 8. \%. 319.

The last of these is the one which we obtained above. It will be noted that all these impedances involve the dimensions of the waveguide in the same way and differ only by numerical constants. They are all proportional to the wave impedance $Z_{w}=E_{y} / H_{x}$, which may be shown to be

$$
\begin{equation*}
Z_{w}=\frac{E_{y}}{H_{x}}=\sqrt{\frac{\mu_{1}}{\epsilon_{1}}} \frac{1}{\sqrt{1-\left(\frac{\lambda_{1}}{2 a}\right)^{2}}} . \tag{159}
\end{equation*}
$$

Slater ${ }^{1}$ proposes the evaluation of the numerical factor of Eq. (158) by requiring that, as a approaches infinity, the expression be asymptotic to that for a parallel-plane waveguide, Eq. (119).

In any case, there is little need for an actual numerical value in ohms which may be quoted as the characteristic impedance of a waveguide. In most cases what is really important is the impedance, on whatever basis one wishes to conceive it, at a given position $z$ along a waveguide relative to the characteristic impedance, on the same basis, of the waveguide. This relative impedance will be independent of whether one (a) thinks of impedance as maximum voltage over total longitudinal current and uses $Z_{V, I}$, or (b) thinks of impedance as our effective voltage $V_{\text {e }}$ divided by the total longitudinal current and uses $Z_{e}$.

Perhaps the most satisfactory procedure of all, from the point of view of valid concepts, is to consider impedance as the ratio of transverse $E$ to transverse $H$ and use the wave impedance $Z_{w}$. This concept gives exactly the same relative impedance as those involving currents and voltages, since the maximum voltage and total longitudinal current are directly proportional to the maximum transverse electric and magnetic fields, respectively.

It is only when one wishes to predict what will happen, when two different waveguides are joined, that the way in which the dimensions enter into an expression for characteristic impedance must be considered. Even in this case, the numerical constant involved need not be specified, since it will cancel out when the expression for the impedance of one waveguide relative to the other is written. Thus, let us join two waveguides whose dimensions are, respectively, $a_{1}, b_{1}$, and $a_{2}, b_{2}$. Assume the dielectrics filling them to have constants $\mu_{1}, \epsilon_{1}$, and $\mu_{2}, \epsilon_{2}$, and intrinsic wavelengths $\lambda_{1}$ and $\lambda_{2}$. By any of the relations given above, the impedance ratio will be

$$
\begin{equation*}
\frac{Z_{1}}{Z_{2}}=\frac{b_{1} a_{2}}{b_{2} a_{1}} \sqrt{\left.\frac{\mu_{1} \epsilon_{2}}{\mu_{2}} \frac{\sqrt{\epsilon_{1}}}{\sqrt{1-\left(\frac{\lambda_{2}}{2 a_{2}}\right)^{2}}} . . . \frac{\lambda_{1}}{2 a_{1}}\right)^{2}} . \tag{160}
\end{equation*}
$$

${ }^{1}$ J. C. Slater, Microwave Transmission, 1st ed., McGraw-Hill, New York, 1942, Chap. 4, p. 185.

The assumption that the reflection from the junction will behave in the manner implied by Eq. (160) is unjustified. All the equivalent characteristic impedances are defined on the basis of a single uniform waveguide, and there is no reason to expect them to be particularly significant in predicting what will happen when two different waveguides are joined. In order to solve this problem theoretically, one must treat it as a boundary-value problem in electromagnetic theory. After laborious calculation, one finds ${ }^{1}$ that, for small changes in dimensions, Eq. (160) does indeed represent the situation rather accurately. For small changes in $a$ and $b$, the reflections introduced are those which would be expected to result from the joining of two ideal transmission lines whose relative impedance is given by this equation. For large changes in dimensions, the real part of the impedance mismatch at the junction is still given by Eq. (160); but, in addition, a shunt susceptance appears in the equivalent circuit. This introduction of a shunt susceptance at a step discontinuity in a transmission line is characteristic of the behavior of sudden discontinuities.
2.10. Characteristics of Some Common Waveguides.-The three types of waveguide most commonly used in microwave transmission are: (1) coaxial lines, (2) round tubing, and (3) rectangular tubing. The electric and magnetic field distributions in the "lowest mode" that may be propagated in earh type are indicated in Columns 1, 2, and 4 of Fig. 2.21. By "lowest mode" is meant the field pattern characterized by the lowest cutoff frequency (or longest cutoff wavelength). A coaxial line may propagate any frequency, including, of course, zero frequency, but the other two types of waveguide have a definite lower limit of frequency (or upper limit of wavelength), as indicated in Columns 2 and 4.

Round waveguide is seldom used as a transmission line because of difficulties arising from the fact that there is no unique direction of polarization of the fields. That is to say, the field pattern of Column 2 of Fig. $2 \cdot 21$ may be rotated through any angle about the axis of the tube. Imperfections in the tubing and bends required in installing it tend to introduce other components of polarization which then get out of phase, resulting in elliptical polarization of the waves.

As a matter of fact, the second or $T M_{01}$-mode, Column 3 of Fig. 2.21, in round waveguide is more frequently used than the lowest mode. The fields in the $T M_{01}$-mode possess symmetry about the axis of the tube; this mode is suitable for rotary joints (see Secs. $6 \cdot 20$ and $7 \cdot 4$ ), and is frequently used in this way.

In Fig. $2 \cdot 22$ the next higher modes are presented. The cutoff wavelength given for the coaxial-line mode is only approximate, but it is a very good approximation for lines whose diameter ratio $b / a$ is low. For a

[^5]|  | Coaxial | Round |  | Rectangular |
| :---: | :---: | :---: | :---: | :---: |
|  | TEM | $T E_{11} \quad T M_{01}$ |  | $T E_{10}$ |
| Cross-section <br> - $E$ <br> $--{ }^{-}$ <br> - Out of paper <br> - Into paper <br> Longitudinal section at A.A |  |  |  |  |
| Field components present | $E_{r}, H_{\phi}$ | $H_{2}, H_{r}, H_{\phi}, E_{r}, E_{\phi}$ | $E_{z}, E_{r}, H_{\phi}$ | $H_{z}, H_{x}, E_{y}$ |
| $\lambda_{c}$ | None | $3.41 a$ | 2.61a | $2 a$ |
| Attenuation in airfilled copper waveguide $\frac{d b}{m}$ | $\lambda^{-\frac{1}{2}\left(2.27 \times 10^{-5}\right) \frac{1+\frac{6}{6}}{6 \log _{10} \frac{6}{a}}}$ | $\lambda^{-\frac{3}{2}}\left(35.5 \times 10^{-5}\right)\left(\frac{\lambda}{\lambda_{c}}\right)^{\frac{0}{c}} \frac{0.420+\left(\frac{\lambda}{\lambda} \lambda^{2}\right.}{\sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}}$ | $\lambda^{-\frac{3}{2}}\left(27.2 \times 10^{-3}\right)\left(\frac{\lambda}{\lambda_{c}}\right) \frac{1}{\left.\sqrt{1-\left(\frac{\lambda}{\lambda}\right)^{\prime}}\right)^{2}}$ | $\lambda^{-\frac{3}{2}}\left(41.64 \times 10^{-5}\right)\left(\frac{\lambda}{\lambda_{c}} \frac{\frac{d}{3 / 2}+\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}{\sqrt{1-\left(\frac{1}{\lambda_{c}}\right)^{2}}}\right.$ |
| $\frac{P}{E_{\text {max }}}$ | $1.92 \times 10^{-2} a^{2} \log _{10}\left(\frac{b}{a}\right)$ | $19.9 \times 10^{-4} a^{2} \sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}$ | $\begin{gathered} 11.3 \times 10^{-4} a^{2}\left(\frac{\lambda c}{\lambda}\right)^{2} \sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}} \\ \text { if }\left(\frac{a}{\lambda}\right)<0.761 \end{gathered}$ | $6.63 \times 10^{-4} a b \sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}$ |

Fig. 2.21.-Modes commonly used in waveguide.

|  | Coaxial | Round |  | Rectangular |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{TE}_{10}$ | $\mathrm{TE}_{01}$ | $\mathrm{TE}_{21}$ | $T E_{20}$ |
| Cross.section <br> $-E$ <br> $---H$ <br> - Out of paper <br> - Into paper <br> Longitudinal section at A.A |  |  |  |  |
| Field components present | $H_{z}, H_{r}, H_{\phi}, E_{r}, E_{\phi}$ | $H_{z}, H_{r}, E_{\phi}$, | $H_{z}, H_{r}, H_{\phi}, E_{r}, E_{\phi}$ | $H_{z}, H_{x}, E_{y}$, |
| $\lambda_{c}$ | $\approx \pi(a+b)$ | 1.64a | 2.06a | $a$ |

Fig. 2.22.-Higher modes in waveguide.
diameter ratio of 2.3 ( 50 -ohm air-filled line) the approximation gives a result which is 3.2 per cent above the correct cutoff wavelength.

The $T E_{20}$-mode given for rectangular waveguide is the second mode if $b<a / 2$, but if $b>a / 2$ the second mode is the $T E_{01}$-mode. The $T E_{01^{-}}$ mode may be considered to be the $T E_{10}$-mode polarized at $90^{\circ}$ to that shown in Fig. 2•21, and the cutoff wavelength is merely $2 b$. Rectangular waveguides are commonly chosen with the dimensions $a=2 b$; consequently both $T E_{20}$ and $T E_{01}$-modes have half the cutoff wavelength of the $T E_{10}$-mode. This choice permits propagation of the $T E_{10}$-mode alone between $\lambda=2 a$ and $\lambda=a$. This twofold factor is to be compared with the factor 1.31 within which the $T E_{11}$-mode in round waveguide has exclusive rights and with the infinite factor (though limited wavelength range) for which the $T E M$-mode in coaxial line holds exclusive rights.

The first two diagrams ${ }^{1}$ of Fig. $2 \cdot 23$ illustrate waveguides that are. essentially compact versions of the basic $T E_{10}$-mode of rectangular

| Septate coaxial | Baffle type | H.shaped | Elliptical |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |

Fig. 2-23.-Miscellaneous types of waveguides.
waveguide. The third ${ }^{2}$ may be thought of as a $T E_{10}-$ mode in rectangular waveguide with capacity loading introduced by the ridge. The approximate cutoff wavelength given in the figure is taken from Ramo and Whinnery.

The mode shown in the elliptical pipe is the lowest mode, termed by Chu ${ }^{3}$ the ${ }_{\epsilon} H_{1}$ wave. It corresponds to the $T E_{11}$-mode in round waveguide and to the $T E_{10}$-mode in rectangular waveguide. The next higher mode in elliptical pipe will, in general, be the ${ }_{0} H_{1}$ wave, which is like the mode
${ }^{1}$ W. L. Barrow and H. Schaevitz, "Hollow Pipes of Relatively Small Dimensions," Trans. A.I.E.E., 60, (Mar. 22, 1943).
${ }^{2}$ S. B. Cohn, "Properties of Ridge Waveguide," RRL Report No. 411-211, Aug. 1945; S. Ramo and J. R. Whinmery, Fields and Waves in Modern Radio, Wiley, 1944, p. 364 .
${ }^{3}$ L. J. Chu, "Electromagnetic Waves in Hollow Elliptic Pipes of Metal," I Applied Phys., IX, Ne. 9 (Sept. 1938).
shown but prolarized at $90^{\circ}$ from that shown. It has a higher cutoff frequency (shorter $\lambda_{c}$ ) and may thus be eliminated in a certain wavelength interval, leaving the mode shown in complete possession. In this respect it partakes of the advantage of the rectangular waveguide, still retaining some of the advantages of round waveguide.

The attenuation formulas of Fig. $2 \cdot 21$ give only the attenuation caused by the finite conductivity of the walls of an air-filled copper waveguide. The attenuation due to the walls will be altered if a wall of different conductivity is used or if a dielectric whose properties differ from that of air is used. If we let the characteristics of copper be denoted by subscript $c$, and those of an alternative material by subscript 2 , the attenuation of an air-filled waveguide of the new material may be found by multiplying the formulas by the factor

$$
\begin{equation*}
\frac{\boldsymbol{\alpha}_{\boldsymbol{2}}}{\boldsymbol{\alpha}_{c}}=\sqrt{\frac{\sigma_{c}}{\frac{\sigma_{2}}{\sigma_{2}}}} \tag{161}
\end{equation*}
$$

If a waveguide be filled with a dielectric whose relative inductive capacity is $k_{p_{1}}$, the cutoff wavelength is increased by the factor

$$
\begin{equation*}
\frac{\lambda_{r}(1)}{\lambda_{r}(\text { air })}=\sqrt{k_{e_{i}}} . \tag{162}
\end{equation*}
$$

At the same time, the attenuation and guide wavelengths are altered. ${ }^{1}$
Two quantities which are frequently of interest but which have been omitted from the figures are: (a) specific wave impedance, and (b) loss in the dielectric. These have been omitted because it is possible to give them in terms which are generally applicable to all waveguides.

The specific wave impedance is defined as the ratio of transverse components of electric and magnetic fields,

$$
\begin{equation*}
Z_{\pi}=\frac{E_{T}}{H_{T}} \tag{163}
\end{equation*}
$$

This ratio is constant over the guide cross section for any waveguide mode. For air-filled waveguides transmitting TEM-modes, it is simply the so-called "impedance of free space,"

$$
\begin{equation*}
Z_{T E M}=\zeta_{0}=\sqrt{\frac{\mu_{0}}{\epsilon_{0}}} \approx 377 \quad \text { ohms } \tag{164}
\end{equation*}
$$

For all modes the wave impedance approaches this value for wavelengths much shorter than the cutoff wavelength of the mode. Usually it differs from this value by a factor depending on the ratio $\lambda_{0} / \lambda_{c}$. For all
${ }^{1}$ See, for instance, R. I. Sarbacher and W. A. Edson, Hyper and Ultrahigh Frequency Engineering, 1st ed., Wiley, New York, 1943, Chapters 6 and 7.
$T E$ - and $T M$-modes the wave impedance for air-filled guides is given respectively by

$$
\begin{align*}
& Z_{T E}=\zeta_{0} \frac{1}{\sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}}=\zeta_{0} \frac{\lambda_{0}}{\lambda_{0}}  \tag{165}\\
& Z_{T M}=\zeta_{0} \sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}=\zeta_{0}\left(\frac{\lambda_{0}}{\lambda_{0}}\right) . \tag{166}
\end{align*}
$$

If the waveguide is filled with a dielectric characterized by $\mu_{1}$ and $\epsilon_{1}$, these relations become

$$
\begin{align*}
& Z_{T E M}=\zeta_{1}=\sqrt{\frac{\mu_{1}}{\epsilon_{1}}}=377 \sqrt{\frac{k_{m_{2}}}{k_{c_{1}}}} \quad \text { ohms, }  \tag{167}\\
& Z_{T E}=\zeta_{1} \frac{1}{\sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}}=\zeta_{1}\left(\frac{\lambda_{g}}{\lambda_{1}}\right),  \tag{168}\\
& Z_{T M}=\zeta_{1} \sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}=\zeta_{1}\left(\frac{\lambda_{1}}{\lambda_{0}}\right), \tag{169}
\end{align*}
$$

where $\zeta_{1}$ is the intrinsic impedance of the medium, $\lambda_{1}$ is the intrinsic wavelength in the medium, and $\lambda_{g}$ is the actual guide wavelength in the dielectric-filled waveguide.

The dielectric attenuation constant for TEM-modes is independent of the dimensions or form of the waveguide, and it has been shown ${ }^{1}$ to be

$$
\begin{equation*}
\alpha_{d T E M}=\frac{\sigma_{1}}{2} \sqrt{\frac{\mu_{1}}{\epsilon_{1}}}=\frac{\sigma_{1} \zeta_{1}}{2} . \tag{170}
\end{equation*}
$$

A more useful form is derived from Eq. (98),

$$
\begin{equation*}
\alpha_{1}=27.3 \frac{\sqrt{k_{m_{1}} k_{e_{1}}}}{\lambda} \tan \delta \quad \mathrm{db} / \mathrm{m} . \tag{171}
\end{equation*}
$$

For both $T E$ - and $T M$-modes the dielectric attenuation factors are increased to

$$
\begin{equation*}
\alpha_{d}=\alpha_{1} \frac{1}{\sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}}=\alpha_{1}\left(\frac{\lambda_{g}}{\lambda_{1}}\right) . \tag{172}
\end{equation*}
$$

## TRANSMISSION-LINE CHARTS AND IMPEDANCE-MATCHING

The way in which voltage and current vary along a transmission line has been discussed in Secs. 2•1 and 2.2. In later sections it has been

[^6]shown that the electric and magnetic fields in waveguides vary in a similar way and may be described in terms of analogous line constants $\alpha, \beta$, and $Z_{0}$ or $Z_{w}$. In Sec. $2 \cdot 3$ the concept of impedance was introduced, the complex impedance at any position along the line being defined as the ratio of the complex voltage at that position to the complex current there. An analogous quantity for waveguides was later seen to be the ratio of complex electric field to complex magnetic field. The concepts of reflection coefficient and standing waves also were introduced in Sec. 2.3, and later these were extended to waveguides. A clear understanding of these concepts and of the way in which the various quantities vary along the line or guide is a valuable aid in the design of microwave transmission circuits and in the understanding of their behavior. The equations developed in Sec. $2 \cdot 3$ enable one to calculate the relations between these quantities and the way they vary along the line. A clearer insight into the meaning of these relationships is afforded, and a valuable aid in the rapid solution of practical problems is gained by the graphical representations of the equations which will be presented in the following sections.
2.11. Reflection-coefficient Chart with Impedance Contours, Smith Chart.-One of the most instructive and convenient charts is that based on a polar plot of the reflection coefficient, Eq. (26) and Fig. 2.4. The chart might equally well be con-


Fig. 2-24.-Terminated transmission line. sidered as based on the relative voltage diagram of Fig. 2.5. Let us consider the transmission line of Fig. 2.24, which is assumed for simplicity to have no loss (that is, $\alpha=0$ ) but to have a phase constant $\beta$ and a real characteristic impedance $\mathcal{Z}_{0}$. If we terminate this line at the point $z=0$ in a pure resistance $R_{1}$, which is larger than $Z_{0}$, we calculate the reflection coefficient at $z=0$ from Eq. (21) as

$$
\begin{equation*}
\boldsymbol{\Gamma}_{0}=\frac{\mathbf{B}}{\mathbf{A}}=\frac{R_{1}-Z_{0}}{R_{1}+Z_{0}} \tag{173}
\end{equation*}
$$

This is real, positive, and less than unity, as indicated in Fig. 2.25a. The relative voltage, taking the incident voltage as unity, is $\mathrm{V}_{0}^{\prime}=1+\mathbf{r}_{0}$, as indicated in Fig. 2•25b. Equation (173) shows that the reflected voltage is in phase with the incident voltage, which is reasonable, since the load is real and lies between $Z_{0}$ and infinity or open-circuit impedance. Similarly, the relative current, considering the ineident current as unity, is $\mathbf{I}_{0}^{\prime}=1-\mathbf{r}_{0}$, as shown in Fig. 2.25c. At the point $\boldsymbol{z}=-l$, the vector $\Gamma_{0}$ has rotated through an angle $-2 \beta l$ with the resulting changes to $\Gamma$, $\mathrm{V}^{\prime}$, and $\mathrm{I}^{\prime}$. It should be recalled from Sec. $2 \cdot 3$ that

$$
\left.\begin{array}{rl}
\mathbf{\Gamma} & =\boldsymbol{\Gamma}_{0} e^{-j 282},  \tag{174}\\
\mathbf{V} & =(1+\boldsymbol{\Gamma}) \mathbf{V}_{\text {inc }}=\mathbf{V}^{\prime} \mathbf{V}_{\text {ino }}, \\
\mathbf{I} & =(1-\boldsymbol{\Gamma}) \mathbf{I}_{\text {inc }}=\mathbf{I}^{\prime} \mathbf{I}_{\text {ino }}=\mathbf{I}^{\prime} \mathbf{V}_{\text {ino }} / \mathbf{Z}_{0 .}
\end{array}\right\}
$$

It is clear from Fig. $2 \cdot 25$ that the relative voltage has its maximum value $1+\left|\Gamma_{0}\right|$ at the load and its minimum value of $1-\left|\Gamma_{0}\right|$ a quarter wavelength away. The separate quantities of Fig. $2 \cdot 25$ have been combined

(a)

(b)

(c)

Fig. 2.25.-Vector diagrams of (a) reflection coefficient, (b) relative voltage, and (c) relative current.
into one diagram in Fig. 2-26; the relative voltage has been resolved into components $V_{1}^{\prime}$ in phase with the current and $V_{2}^{\prime}$ out of phase with it. A simple theorem in plane geometry requires that the intersection point $Q$ lie on the circle. The impedance is found from Eq. (174) to be

$$
\begin{equation*}
\mathrm{Z}=\frac{\mathrm{V}}{\mathrm{I}}=\frac{\mathrm{V}^{\prime} \mathrm{V}_{\mathrm{inc}}}{\mathrm{I}^{\prime} \frac{\mathrm{V}_{\mathrm{ino}}}{Z_{0}}}=\frac{\mathrm{V}^{\prime}}{\mathrm{I}^{\prime}} Z_{0} \tag{175}
\end{equation*}
$$

The impedance relative to $Z_{0}$ expressed in terms of the components of $V^{\prime}$, is

$$
\begin{equation*}
\frac{\mathrm{Z}}{Z_{0}}=\frac{\mathrm{V}^{\prime}}{\mathrm{I}^{\prime}}=\frac{\mathrm{V}_{1}^{\prime}}{\mathrm{I}^{\prime}}+\frac{\mathrm{V}_{2}^{\prime}}{\mathrm{I}^{\prime}} \tag{176}
\end{equation*}
$$

In terms of the angle $a$, the complex vectors are

$$
\begin{aligned}
\mathbf{I}^{\prime} & =\left|\mathbf{I}^{\prime}\right| e^{j a}, \\
\mathbf{V}_{1}^{\prime} & =\left|\mathbf{V}_{1}^{\prime}\right| e^{j a}, \\
\mathbf{V}_{2}^{\prime} & =\left|\mathbf{V}_{2}^{\prime}\right| e^{j(x / 2-a)} .
\end{aligned}
$$



Fig. 2.26.-Basic diagram for reflectioncoefficient impedance chart.

Substitution in Eq. (176) gives

$$
\begin{align*}
\frac{\mathbf{Z}}{Z_{0}} & =\frac{\left|\mathbf{V}_{1}^{\prime}\right| e^{j a}}{\left|\mathbf{I}^{j a}\right| e^{i a}}+\frac{\left|\mathbf{V}_{2}^{\prime}\right| e^{-j(\pi / 2-a)}}{\left|\mathbf{I}^{\prime}\right| e^{e^{a}}}, \\
& =\frac{\left|\mathbf{V}_{1}^{\prime}\right|}{\left|\mathbf{I}^{\prime}\right|}-\frac{j\left|\mathbf{V}_{2}^{\prime}\right|}{\left|\mathbf{I}^{\prime}\right|} . \tag{177}
\end{align*}
$$

This may be written

$$
\begin{equation*}
\mathbf{Z}^{\prime}=R^{\prime}+j X^{\prime} \tag{178}
\end{equation*}
$$

where we have defined

$$
\left.\begin{array}{rl}
\mathbf{Z}^{\prime} & =\frac{Z}{Z_{0}},  \tag{179}\\
R^{\prime} & =\frac{R}{Z_{0}}=\frac{\left|\mathbf{V}_{1}^{\prime}\right|}{\left|\mathbf{I}^{\prime}\right|}, \\
X^{\prime} & =\frac{X}{Z_{0}}=-\frac{\left|\mathbf{V}_{2}^{\prime}\right|}{\left|\mathbf{I}^{\prime}\right|} \cdot
\end{array}\right\}
$$

It should be obvious that whenever $P$ lies in the lower half of the diagram the ratio $\mathbf{V}_{2}^{\prime} / \mathbf{I}^{\prime}$ will have a phase angle $-j \pi / 2$, resulting in a negative sign for the reactance $X^{\prime}$. On the other hand, when it lies in the upper half, $X^{\prime}$ will be positive.

The position of the point $P$ within the circle of Fig. $2 \cdot 26$ is seen to determine $\Gamma, \mathrm{V}^{\prime}, \mathrm{I}^{\prime}$, and through them the components $R^{\prime}$ and $X^{\prime}$ of the


Fig. 2-27.-Circles of constant resistance.
impedance $Z^{\prime}$. In Fig. $2 \cdot 27 a$ the circle marked $R^{\prime}=1$ is the locus traced by the point $P$ moving in such a way that $R^{\prime}=\frac{\left|\mathbf{V}_{1}^{\prime}\right|}{|\overline{\mathbf{I}}|}$ remains constant and equal to unity. Other circles, each representing a different value of $R^{\prime}$, are shown in Fig. 2•27b. The fact that these loci are circles is not obvious at first but may be shown by simple analytic geometry. Similarly, the locus of points $P$ such that $X^{\prime}=\left|\mathbf{V}_{2}^{\prime}\right| /|\mathbf{I}|$ has the value $\pm 1$ is shown in Fig. 2•28a. Other curves of constant reactance are shown in Fig. 2•28b. These curves are arcs of circles whose centers lie on the vertical line through the point $S$, as may be shown by analytic geometry.

When the two sets of circles of Figs. $2 \cdot 27$ and $2 \cdot 28$ are superposed as in Fig. 2.29, they form a gridwork of orthogonal circles. Using this gridwork as a coordinate system, one may read the related impedance components $R^{\prime}$ and $X^{\prime}$ by pletting on this chart the point $P$ corresponding to any given reflection coefficient $\Gamma$. This type of chart was developed by
P. H. Smith ${ }^{1}$ of the Bell Telephone Laboratories and is frequently referred to as the "Smith chart." To avoid confusing the diagram, the actual lines of the polar coordinates needed for plotting $\Gamma$ are omitted. Instead, the arm shown is pivoted at the center; and its radial scale together with the phase scale around the circumference of the chart enables one to plot the points. The phase scale is calibrated directly in wavelengths; when $l$ varies through $\lambda / 2$, the phase angle $2 \beta l=4 \pi l / \lambda$ varies through a complete cycle, $2 \pi$ radians. On a purely logical basis one would choose the positive direction as the reference or zero-phase direction, since this corresponds to zero-phase angle for the vector $\Gamma$ of Fig. 2.25. It is common practice, however, to refer phase measurements in transmission lines


Fig. 2.28.-Circles of constant reactance.
to the voltage minimum since it can be located more precisely than the maximum, particularly in the case of large standing-wave ratios. This practice is followed in the Smith chart, as it is in most transmission-line impedance charts; hence, the zero-phase line is the line from $Z^{\prime}=1$ to $Z^{\prime}=0$, and refers to the voltage minimum. The radial scale is calibrated in terms of the standing-wave ratio rather than directly in terms of reflection coefficient. The simple connecting relations were given by Eqs. (33) and (34)

$$
\left.\begin{array}{rl}
r & =\frac{1+|\Gamma|}{1-|\Gamma|},  \tag{180}\\
|\Gamma| & =\frac{r-1}{r+1} .
\end{array}\right\}
$$

A number of ways of expressing standing-wave ratios have been used. Some people use "voltage standing-wave ratio," while others prefer to use the square of this which is sometimes called "power standing-wave ratio." In both cases, there have been those who expressed the ratio as maximum
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over minimum, giving a number in the range unity to infinity; others used the minimum over maximum and obtained numbers in the range unity to zero. There seems to be emerging a general preference in favor of using the voltage standing-wave ratio exceeding unity,
\[

$$
\begin{equation*}
r=\frac{V_{\max }}{\bar{V}_{\min }}, \tag{181}
\end{equation*}
$$

\]

which is abbreviated to VSWR. This is, of course, the same in value as
$I_{\max } / I_{\min }$, the only difference being a shift of a quarter wavelength in position of the maxima and minima. The scale marked on the arm of the Smith chart shown is the reciprocal of this, that is, $1 / r$. In the later version of his chart, in the 1944 article, Smith adopts the ratio $r$. Another definition of standing-wave ratio which is sometimes convenient is in terms of decibels,

$$
\begin{equation*}
\mathrm{SWR}(\mathrm{db})=20 \log _{10} r . \tag{182}
\end{equation*}
$$

If one is accustomed to thinking in terms of the so-called "power stand-ing-wave ratio," Eq. (182) would be written as $10 \log _{10} r^{2}$, which would give the same db standing-wave ratio.

In any case, the conversion is made from the linear radial scale of reflection coefficient to a scale reading directly in whatever standing-wave ratio one prefers to use. In addition, a number of other useful scales which are related directly to the reflection coefficient may be included on the arm. The scale marked "attenuation in 1-decibel steps" is useful in calculating impedance transformations when the line loss is not negligible. It is used to introduce the factor $e^{-2 \alpha l}$, by which the reflection coefficient decreases going a distance $l$ toward the generator clockwise, or $e^{2 a l}$, by which it increases going in the reverse direction. The power transmitted by a running wave contains the same factor $e^{-2 a l}$, though it decreases toward the load rather than increasing as does the reflection coefficient. Another method of using this type of chart has been found very useful, especially when transforming a number of plotted points simultaneously through a specified distance along the line is desired. A sheet of tracing paper is laid over the chart and the points $P$ are plotted on it rather than on the chart. To transform the points along the line, the tracing paper is pivoted at the center and rotated through the desired number of wavelengths in the proper direction, as indicated on the wavelength scales. The new impedance values may then be read from the chart.

An especially good example of the usefulness of the tracing-paper technique is offered by its application to the discussion of the impedancetuning characteristics of variable transformers (see Chap. 8). It has been found convenient to mount the chart on a plywood board and to pivot the tracing paper by sticking a glass-headed thumbtack into the center. In plotting experimental data, marks are first made on the tracing paper at 0 and $0.25 \lambda$ of the phase scale and labeled accordingly. If the load is a rea) impedance $R_{1}>Z_{0}$, the point $P$ may be plotted at the proper place along the real axis to the right of center, as in Fig. 2.30. The load is, in this case, at a voltage maximum, and the voltage standing-wave ratio is, using Eq. (183),

$$
\begin{equation*}
r_{1}=\frac{1+\left|\mathrm{\Gamma}_{1}\right|}{1-\left|\Gamma_{1}\right|}=\frac{1+\binom{R_{1}-Z_{0}}{R_{1}+Z_{0}}}{1-\left(\frac{R_{1}-Z_{0}}{R_{1}+Z_{0}}\right)}=\frac{R_{1}}{Z_{0}}=R_{1}^{\prime} . \tag{183}
\end{equation*}
$$

This fact, that $r$ is equal to the relative impedance $R^{\prime}$ for real loads $R>Z_{0}$, is very useful in the tracing-paper method of plotting experimental data. It makes easily available a scale of the same type furnished by the arm of the Smith chart, converting $|\Gamma|$ to $r$. As a corollary to this observation, it is useful to remember that, at any voltage maximum, the impedance in the line is real and greater than $Z_{0}$ by the factor $r$. If it is desirable to find the impedance a distance $l$ toward the load from such a voltage maximum, one may simply describe an arc in the counterclockwise direction about the center of the chart, as in Fig. 230a. The


Fig. 2•30.-Tracing-paper method of plotting data over reflection coefficient chart. (a) Compass and straight-edge method. $\left(R / Z_{0}\right)=r$ is impedance at $V_{\max }, P$ is that a distance $l$ toward load. (b) Alternative method, rotating paper. Paper is returned to original position as in $a$ after plotting $P$.
radius of the arc is determined by the value of $r$, and the angle of the arc is indicated by the outer wavelength scale. An alternative method of plotting the point $P$ which does not require compass or straightedge is indicated in Fig. 2.30b. The outer scale of the Smith chart gives directly the distance $l$ below the index mark labeled $0 \lambda$. When the tracing paper is returned to the original position as in Fig. 230a, the point $P$ represents the impedance at a distance $l$ toward the load from a voltage maximum. If the distance from the reference point in the load to the closest voltage maximum is $l_{\text {max }}$, the impedance of the load is plotted by applying the above procedure using the value $l_{\text {max }}$ for the length $/$. Frequently, the distance $l_{\text {min }}$ to the nearest voltage minimum, rather than the distance $l_{\text {max }}$, is obtained in taking data. Since these two distances differ by exactly a quarter wavelength or one-half turn on the chart, it is necessary merely
to turn the tracing paper through $180^{\circ}$ and use the index labeled $0.25 \lambda$ in conjunction with the outer wavelength scale to read $l_{\text {min }}$.

The method of deriving the impedance components $R$ and $X$ by current and voltage vectors, as in Eq. (179), gives a certain insight into the current and voltage relations existing. However, it is more direct to calculate the components of $Z$ by the use of Eq. (21),

$$
\begin{equation*}
\Gamma=\frac{Z-Z_{0}}{Z+Z_{0}} \tag{184}
\end{equation*}
$$

Introducing relative impedance and its components, we obtain

$$
\begin{equation*}
\boldsymbol{\Gamma}=\frac{\mathbf{Z}^{\prime}-1}{\mathbf{z}^{\prime}+1}=\frac{R^{\prime}+j X^{\prime}-1}{R^{\prime}+j \overline{X^{\prime}}+1} \tag{185}
\end{equation*}
$$

The real and imaginary components of $\Gamma$ are then

$$
\begin{equation*}
\boldsymbol{\Gamma}=\frac{R^{\prime}+X^{\prime 2}-1}{\left(R^{\prime}+1\right)^{2}+\bar{X}^{\prime 2}}+\frac{j 2 X}{\left(R^{\prime}+1\right)^{2}+X^{\prime 2}} . \tag{186}
\end{equation*}
$$

2.12. Other Types of Transmission-line Charts.-The chart based on the reflection coefficient has thus far been correlated with a gridwork of impedance contours. In certain problems other types of contour lines, such as $\mathbf{Y}=G+j B, \mathbf{Z}=|Z| / \theta$, or $\mathbf{Y}=|Y| \mid \phi$, are much more useful. It is sometimes desired to base the chart on a rectangular impedance or admittance plane rather than on the reflection-coefficient circle.

Smith Admittance Chart.-In the previous section the point $P$ was plotted, Fig. 2•26, at the terminus of the relative voltage vector $\mathrm{V}^{\prime}=1+\mathbf{\Gamma}$, and the related gridwork of $R$ and $X$ circles, Fig. $2 \cdot 29$, was derived, thus enabling us to read the corresponding components of impedance. In a similar way, we now plot the point $P^{\prime}$, Fig. 2.31, at the terminus of the relative current vector $\mathbf{I}^{\prime}=$


Fic. 2.31.-Basic diagram for reflectioncoefficient admittance chart (cf. Fig. 2.26). $1-\mathbf{\Gamma}$ and derive the related gridwork of admittance circles. We define $Y=1 / Z, Y_{0}=1 / Z_{0}, Y^{\prime}=$ $1 / Z^{\prime}$, and write

$$
\begin{equation*}
Y^{\prime}=\frac{\mathbf{I}^{\prime}}{\overline{\mathrm{V}}^{\prime}}=\frac{\mathbf{I}^{\prime}}{\overline{\mathrm{V}}^{\prime}}+\frac{\mathrm{I}_{2}^{\prime}}{\mathrm{V}^{\prime}}, \tag{187}
\end{equation*}
$$

corresponding to Eq. (176). By taking steps exactly analogous to those
leading to Eq. (179), we may define the admittance components by

$$
\left.\begin{array}{l}
\mathrm{Y}^{\prime}=G^{\prime}+j B^{\prime},  \tag{188}\\
G^{\prime}=\frac{G}{Y_{0}}=\frac{\left|\mathbf{I}_{1}^{\prime}\right|}{\mid \mathbf{V}^{\prime},}, \\
B^{\prime}=\frac{B}{Y_{0}}=\frac{\left|\mathbf{I}_{2}^{\prime}\right|}{\left|\mathbf{V}^{\prime}\right|} .
\end{array}\right\}
$$

Since $P^{\prime}$ in this example lies in the upper half of the diagram, $B^{\prime}$ has the positive sign.

Whether a gridwork applying to the impedance case or to admittance is being derived, the generalized diagram of Fig. 2.32 may be used. The point $P^{\prime \prime}$ represents the appropri-


Fig. 2-32.-Generalized diagram for deriving either impedance or admittance chart. ate point $P$ or $P^{\prime}$, and the vectors $\mathbf{A}_{2}, \mathbf{A}_{1}$, and $\mathbf{C}$ represent the appropriate current or voltage vectors. The real and imaginary components of the coordinates being derived are these.

$$
\begin{align*}
\text { Real part } & =\frac{\left|\mathbf{A}_{1}\right|}{|\mathbf{C}|}, \\
\text { Imaginary part } & = \pm \frac{\left|\mathbf{A}_{2}\right|}{|\mathbf{C}|} . \tag{189}
\end{align*}
$$

If $P^{\prime \prime}$ lies in the upper half of the diagram, the imaginary part is positive; if in the lower half, it is negative. It should therefore be evident that the admittance components $G^{\prime}$ and $B^{\prime}$ corresponding to a given position of $P^{\prime}$ are the same as the impedance components $R^{\prime}$ and $X^{\prime}$ corresponding to the same position of $P$. That is, the gridwork developed for reading the components of impedance for a point $P$ plotted at position $1+\Gamma$ may be used also for reading the components of admittance for a point $P^{\prime}$ plotted at position $1-\Gamma$.

A useful property of the Smith chart is now evident. Since points $P$ and $P^{\prime}$ of Fig. $2 \cdot 31$ have as their respective coordinates on the Smith chart the impedance and the admittance corresponding to each, this chart provides an easy method of converting from admittance to impedance and vice versa. This is particularly useful in the tracing-paper method of using the chart, since any plotted impedance point or points may be converted readily to the equivalent admittance plot by a simple rotation of one-half turn of the tracing paper. Obviously the inverse conversion is also accomplished by a half-turn rotation. It may be noticed that the half-turn operation performed on an impedance plot may equally well
be thought of as giving the impedance plot a quarter wavelength down the line. This brings out clearly the well-known inversion of impedance by a quarter-wavelength section of line. That is, it gives a complex impedance equal to the original admittance which is the reciprocal of the original impedance. In more general terms, the chart affords a simple means of finding the reciprocal of any complex number.

A word should be said regarding the plotting of data as an admittance plot. One obvious method is to plot the data on tracing paper as an impedance plot, as outlined in the preceding section, and then to convert this impedance plot to an admittance plot by rotating the tracing paper half a turn. If one prefers, the admittance may be plotted directly, making use of the fact that the normalized admittance at the current maximum (voltage minimum) is real, greater than $Y_{0}$, and numerically equal to $r$. For admittances (see Fig. 2.30), $G / Y_{0}=r$ is the admittance at $V_{\text {mia }}, P$ is at a distance $l$ toward the load from $V_{\text {mid }}$. If the data are taken by measuring the distance $l$ from a voltage minimum, the method of Fig. $2 \cdot 30$ plots admittance directly, but if $l$ is measured from a voltage maximum it plots impedance directly. It is perhaps simplest to bear this in mind and make the direct plot by this method using the data for $l$ in whatever form they are taken. The resulting plot may then be converted from impedance to admittance or vice versa by a half-turn rotation.

Charts Expressing Impedance or Admittance in Polar Form.- It is sometimes convenient to express the impedance in terms of its magnitude $|\mathbf{Z}|$ and its phase angle $\theta$, rather than in terms of its components $R$ and $X$; thus,

$$
\begin{equation*}
\mathbf{Z}=|\mathbf{Z}| e^{j \theta} . \tag{190}
\end{equation*}
$$

The process of deriving this chart is quite similar to the previous derivations, and therefore it will not be carried through in detail. Referring to Fig. 2.31, the magnitude and phase angle of the impedance are

$$
\begin{align*}
|Z| & =\frac{\left[\mathrm{V}^{\prime} \mid\right.}{\left[\mathbf{I}^{\prime}\right]}=\frac{\overline{O P}}{\overline{P S}}, \\
\theta & =\left\langle P^{\prime} O P .\right. \tag{191}
\end{align*}
$$

The position of the point $P$ is accordingly represented by the coordinates $\langle Z|$ and $\theta$. The angle $\theta$ is positive when $P$ is above the real axis $O S$, negative when it is below. The resulting gridwork of coordinates is shown in Fig. 2.33.

There is naturally a 1 -to- 1 correspondence between a given impedance point $P$ on the Smith chart and the point $P$ in the same position in the $|\mathbf{Z}| / \theta$ chart. Each is basically a plot of the relative voltage $V^{\prime}$. Using this fact, the latter chart may be derived directly from the former simply by converting from given rectangular coordinates $(R, X)$ to the polar
coordinates $(|\mathbf{Z}|, \theta)$ which define the same impedance. Another consequence of this fact is that the same method of plotting data is used; the right half of the diameter $O S$ is marked in terms of $R^{\prime}=r$, just as was the Smith chart.

Just as in the case of the Smith chart, the same gridwork of impedance coordinates may be used for admittance coordinates provided that the


Fig. 2.33.-Reflection coefficient chart with $|\mathbf{Z}|$ and $\theta$ coordinates.
proper change in the method of plotting the data is observed. The chart is, when used for admittances, a plot of relative current just as the Smith chart was when used as an admittance chart. The data-plotting technique is likewise identical with that for the Smith admittance chart. If we let the admittance be expressed as

$$
\begin{equation*}
\mathbf{Y}^{\prime}=\left|\mathbf{Y}^{\prime}\right| e^{i \theta}=\frac{1}{\mathbf{Z}^{\prime}}, \tag{192}
\end{equation*}
$$

the magnitude and angle are

$$
\left.\begin{array}{rl}
\left|\mathbf{Y}^{\prime}\right| & =\frac{1}{\left|\mathbf{Z}^{\prime}\right|}=\frac{\left|\mathbf{I}^{\prime}\right|}{\left|\mathbf{V}^{\prime}\right|}=\frac{\overline{P S}}{\overline{O P}}  \tag{193}\\
\phi=-\theta=\left\langle P O P^{\prime} .\right.
\end{array}\right\}
$$

Magnified Center Portion of Reflection-coefficient Charts.-When it is desirable to plot data or calculations precisely, the reflection-coefficient chart may be drawn to a large scale. In many cases where such precise work is being done the data or calculations involve only small reflection coefficients; therefore only the central portion of this large-scale chart is needed. One extremely precise version of the central portion of the Smith chart is reproduced ${ }^{1}$ in Fig. 2.34. It is limited to $r \leqq 2$, which is equiva-


Fig. 2.34.-Enlargement of portion of Smith chart. (This chart prepared by L. $F$. Woodruff for 2nd. ed. of Ultra-Hioh-Frcquency Techniques, D. Van Nostrand Co., J. G. Brainerd, editor.)
lent to $|\Gamma| \leqq \frac{1}{3}$. This chart has been found very useful in the design of microwave transmission circuits because it gives a scale which is about as large as the data would justify; and plotting any points for which $r$ exceeds 2 is seldom necessary. Further magnification is occasionally useful, especially in aiding calculations.

The $\mathbf{Z}, \underline{\theta}$ type chart may be similarly magnified. One version of this chart, drawn to a large scale and including the whole rhart, has been printed by the Radio Corporation of America. ${ }^{2}$ It includes also the

[^8]polar coordinate lines, radii, and circles concentric about the center for plotting I. Although these lines have a certain usefulness, they tend to confuse the diagram for the average person.

Rectangular Impedance or Admittance Chart.-In the previous discussions we used the reflection coefficient as the basis for a transmissionline chart because it transforms in a simple manner along the line. The corresponding resistance and reactance coordinates were then derived; they were rather unusual in form. In the present instance we shall begin by choosing rectangular coordinates for the resistance and reactance, and proceed to plot contour lines on this coordinate system to enable us to follow the transformation of impedance along the line. This transformation is given by Eq. (41),

$$
\begin{equation*}
Z_{-l}^{\prime}=\frac{Z_{r}^{\prime}+j \tan \beta l}{1+j Z_{r}^{\prime} \tan \beta l} . \tag{194}
\end{equation*}
$$

Let us consider again the line of Fig. 2.24. For this line Eq. (194) becomes

$$
\begin{equation*}
Z^{\prime}=\frac{R_{1}^{\prime}+j \tan \beta l}{1+j R_{1}^{\prime} \tan \beta l} . \tag{195}
\end{equation*}
$$

By choosing a particular value for $R_{1}$ and allowing $\beta l$ to vary from 0 to $2 \pi$, a circle with its center on the real axis as in Fig. 2•35, will be plotted. Remembering that $R_{1}^{\prime}$ is equal to the VSWR, this circle may be considered characteristic of the value $r_{1}$. If a number of values for $R_{1}^{\prime}$ are chosen, a complete set of such circles for various values of $r$ will be mapped. Similarly, the angle $\beta l$ may be assigned a value and $R_{1}$ varied from unity to infinity. This will map one of the semic reles centered on the imaginary axis, as in Fig. 2.35. This semicircle is characteristic of the value $\beta l$, or of the length $l$ measured in wavelengths, and may be so marked. When this is repeated for a number of values of $\beta l$, a set of these semicircles will be drawn in. As in the Smith chart, it is the usual practice to consider the reference or zero phase to be the real axis from $Z^{\prime}=1$ to $Z^{\prime}=0$, which is the position of the voltage minimum.

In this type of chart it is necessary to include both the ( $R, X$ )-coordinates and the ( $r, l$ )-coordinates. The use of tracing paper has no special advantage, since transformations along the line are not effected by a simple rotation. Data are plotted directly in terms of the measured $r$ and $l$ vatues, $l$ measured from the voltage minimum. If it is desired, a section of the chart in the neighborhood of $Z^{\prime}=1$ may be enlarged just as in the case of the chart based on the reflection coefficient.

In order to use this chart to plot admittances, it is only necessary to consider the reference phase line from $Z^{\prime}=1$ to $Z^{\prime}=0$ as being the voltage maximum. To convert, from $Z^{\prime}$ to the corresponding $Y^{\prime}$ one
follows around the standing-wave-ratio circle from the point $Z^{\prime}$ to a point a quarter wavelength away as denoted by the markings on the phase circles.

The transformation of the Smith chart into the rectangular $(R-X)$ plot may be seen qualitatively by inspection and quantitatively by use of the mathematical connecting equations. Qualitatively, one sees that the upper-half circumference of the Smith chart has been pivoted at the


Fig. 2.35.-Rectangular impedance chart.
( $R=X=0$ )-point and bent upward and left and stretched out to form the positive imaginary axis of the ( $R-X$ )-plot. In the same way the lower-half circumference is bent downward and left to form the negative imaginary axis. At the same time, the real axis is stretched out to infinite length. The $R$ - and $X$-circles of the Smith chart are thereby straightened out into a rectangular coordinate system. The radial constant-phase lines of the Smith chart (not drawn in) are bent into circular ares passing through $R^{\prime}=1, X^{\prime}=0$. The set of circles, for constant VSWR or $[\Gamma]$, which were concentric in the Smith chart, have been shifted so that
each has a different center in the ( $R-X$ )-chart. Mathematically, the transformation of coordinates is of the conformal mapping type. The complex $\mathbf{Z}^{\prime}$-plane is transformed into the complex $\Gamma$-plane through the relation of Eq. (185),

$$
\begin{equation*}
\mathbf{r}=\frac{Z^{\prime}-1}{Z^{\prime}+1} \tag{196}
\end{equation*}
$$

and the inverse transformation is obtained through the inverse form of Eq. (196),

$$
\begin{equation*}
Z^{\prime}=\frac{1+\boldsymbol{\Gamma}}{1-\boldsymbol{\Gamma}} . \tag{197}
\end{equation*}
$$

Previously the circular impedance chart was based on a diagram in which the voltage vectors $\mathrm{V}^{\prime}, \mathrm{V}_{1}^{\prime}$, and $\mathrm{V}_{2}^{\prime}$, of Fig. 2-26, were drawn relative to the incident voltage vector, which appears as the unit vector in the positive real direction. Since this unit vector also represents the incident


Fig. 2.36.-Vector relations for rectangular impedance chart, derived from Fig. $2 \cdot 26$. current, Fig. $2 \cdot 26$ may be thought of as a voltage vector diagram based on the incident current vector with the factor $Z_{0}$ relating the scales of current and voltage; that is, since $V_{i}=Z_{0} \mathbf{I}_{\boldsymbol{i}}$, we may express the voltage vector $V^{\prime}$ as

$$
\begin{equation*}
\mathrm{V}^{\prime}=\frac{\mathrm{V}}{\mathrm{~V}_{i}}=\frac{\mathrm{V}}{Z_{0} \mathrm{I}_{i}}=\frac{\left(\mathrm{V} / Z_{0}\right)}{\mathbf{I}_{i}} \tag{198}
\end{equation*}
$$

Now let us rotate the vector diagram so that the vector $I^{\prime}$, the total current, lies along the positive real axis, and let us also change the scale so that it becomes the unit vector; that is, the vector diagram is now transformed as in Fig. 2.36, so that the vector currents and voltages are all expressed relative to the total current at the given point in the line. Equation (198) now becomes, using $V / I=Z$,

$$
\begin{equation*}
\mathrm{V}^{\prime \prime}=\frac{\mathrm{V} / Z_{0}}{\mathrm{I}}=\frac{\mathrm{Z}}{Z_{0}} ; \tag{199}
\end{equation*}
$$

and the components of $V$ become

$$
\left.\begin{array}{l}
V_{1}^{\prime \prime}=\frac{R}{Z_{0}^{\prime}}  \tag{200}\\
V_{2}^{\prime \prime}=j \frac{X}{Z_{0}} \cdot
\end{array}\right\}
$$

It is, in this way, easy to establish the relations between magnitudes and phases of the various currents and voltages by simple construction, using a rectangular impedance chart. Although the present procedure necessarily yields results in agreement with the related construction of Fig. $2 \cdot 26$, transformations of vectors along the line are much more complicated than in the earlier case. This is due to the fact that the diagram is now based on total current, which changes from point to point; the earlier diagram was based on incident current, which remains constant.

In a similar way, Fig. $2 \cdot 31$ may be transformed into a diagram showing the vector relations for a rectangular admittance chart, Fig. 237. While the original diagrams, Figs. $2 \cdot 26$ and $2 \cdot 31$, are drawn to the same scale, based on incident voltage and current, the resulting rectangular diagrams, Figs. $2 \cdot 36$ and $2 \cdot 37$, have different scales. This is easily adjusted by change of scale, of course, but is mentioned as one consequence of the transformation.
2.13. The Choice of a Trans-mission-line Chart.-In the preceding sections two different forms of chart, a circular one based on $\Gamma$ and a rectangular one based on the components of $Z$ or $Y$, have been described, and in either case the chart may be used to represent either $Z$ or $Y$. Moreover, the circular chart may


Fig. 237.-Vector relations for rectangular admittance chart, derived from Fig. 2-31.
be used to give either rectangular components of $Z$ or $Y$ or the corresponding magnitude and phase angle. There are numerous other charts in use, but the ones described are the most common, and they are adequate to treat any transmission line in a clear and convenient manner. The problem of choosing from among them the proper chart to represent most clearly the solution to a given problem deserves some consideration. In some cases the choice is largely a matter of personal preference, but more often a clear choice is indicated.

Circular vs. Rectangular.-When data are to be plotted simply for record purposes or to read $R$ and $X$ components, this choice is largely a matter of personal taste. In the following cases, however, the circular chart has certain advantages. Frequently the choice of a reference point for which the impedance is plotted is rather arbitrary, and it may be desired to shift the reference point after plotting the data. If the data are plotted on tracing paper over a circular chart, this is easily achieved by a simple rotation of the paper. In this way it is frequently possible to discover a position for which the variation of a certain parameter leads to a
yariation in reactance alone or of susceptance, resistance, or conductance alone. In the case of the rectangular chart such simple rotations of the plotted points are never valid. For the circular chart, rotation is accurate for data taken at constant wavelength, in error in phase angle only if not at constant wavelength. For slight rotations and small wavelength variations, the phase error is not serious. In the rectangular chart, the size and shape of the plot of a given set of data at constant wavelength depend on the choice of a reference point, while in the circular chart they do not. Since the choice is so frequently arbitrary, this variability in size and shape does not seem physically significant, and the circular chart seems the more desirable. Even in cases in which the reference point is not wholly arbitrary, it may turn out to be desirable to transform an impedance plot into an admittance plot. This is easily accomplished by a half-turn rotation of the circular chart, and the plot is not distorted in size and shape as it would be on the rectangular plot.

One may suspect from the foregoing that it is the author's judgment that in most cases the circular chart is to be preferred. This is, indeed, the case where the plotting and transforming of data are concerned. The rectangular chart seems better suited, however, to the task of showing the vector relations existing between the various voltages and currents at a point where an equivalent series- or shunt-circuit representation is valid. Figure 239 illustrates such an appeication. Another problem which is treated better by the rectangular chart is that of representing qualitatively, as in a discussion, a multiple transformation in which two or more characteristic impedances are involved. The diagram of Fig. $4 \cdot 16$ is an example of this. In such cases the $R$ and $X$ (or $G$ and $B$ ) coordinates are in terms of absolute values rather than relative, and the constant-phase and constant-VSWR circles are omitted. A set of such circles, based on the appropriate characteristic impedance, is implied for each characteristic impedance involved. In actual numerical calculations it is impractical to work with other than normalized impedances, relative to the particular characteristic impedance being considered; therefore the rectangular chart loses its advantage for quantitative work.

Admittance vs. Impedance.-In low-frequency circuits it is usually quite obvious, from the form of the circuit connections, when to use impedance and when to use admittance. The over-all performance of a combination of circuit elements is then easily predicted by adding series impedances or shunt admittances. In microwave transmission circuits it is rarely possible to combine either impedances or admittances in this simple way. This is because circuit elements-for example, junctions between transmission lines or waveguides, physical discontinuities such as dielectric supports in coaxial lines, and so forth-are not small compared with a wavelength as they are in low-frequency circuits. This means
that the phase of current or of voltage is not constant over any one circuit element or combination of elements.

For example, consider a T-junction formed by joining three coaxial lines of equal characteristic impedance. With two of the lines terminated in their characteristic impedances, let us inquire as to the input impedance presented to the third line. At low frequencies, one reasons simply that the current is shared between the two branches while the voltage across the two branches is the same; and one draws the valid conclusions that the two branches form a parallel circuit shunting the third and that the admittances of the two branches are simply added to get the admittance of the combination as seen from the third line. If the frequency is so high that the wavelength is comparable to the dimensions of the junction, the first question to be answered is: At what point in the junction should the impedance be expressed? Before answering this, let us consider the manner in which this impedance is to be measured. The standing-wave ratio and position of a voltage minimum will be determined in the input line by moving a voltage-measuring probe along a slotted section of line some little distance from the T-junction. By use of a transmission-line chart, the impedance or admittance may be extrapolated to any desired point in the junction. Actually, the fields and currents in the immediate neighborhood of the junction are so complicated that a measurement of impedance in this region is, from the practical standpoint, impossible and, from the theoretical standpoint, meaningless. It is only by correlating the effects observed a little distance away from the junction with an effective impedance at the junction, which would have produced, in a simple uniform line, the same effects at the same distance away, that meaning is attached to the "impedance at the junction." We have not yet answered the question regarding the choice of a reference point in the junction, but it should be fairly clear that the choice is rather arbitrary since it is only the effect produced a little distance down the line which is significant. The natural choice would seem to be the point at which the axes of the three coaxial lines coincide. When the impedance or admittance is extrapolated to this point, it will probably be found that the admittance is approximately the sum of the characteristic admittances of the two branch lines. At low frequencies this approximation will be very good indeed. As the frequency approaches that for which the second coaxial mode may be propagated, it will very likely become an extremely poor approximation.

The method of treating junctions in terms of an equivalent circuit in network theory is described thoroughly in other volumes ${ }^{1}$ of this series, and briefly, in Sec. $2 \cdot 14$. The point to be made here is that, althougk
${ }^{1}$ Waveguide Handbook, Vol. 10, and Principles of Microwave Circuits, Vol. 8, Radiation Laboratory Series.
simple addition of impedances or admittances is valid for low frequencies, the situation is usually much more complicated at high frequencies. There are, nevertheless, instances of particularly simple discontinuities or junctions for which the simple concepts of addition of admittance or impedance are valid, even in waveguide or relatively large coaxial lines. In all such cases, the validity is limited to discontinuities for which the dimensions in the direction of propagation are negligible compared to a wavelength.

The most commonly used discontinuity of this type is the thin inductive flap in rectangular waveguide, Fig. 2.38. The equivalent circuit shown is strictly valid only for an extremely thin flap of perfectly conducting material; but it is adequate for cases of practical interest. The flap is usually of $0.020-\mathrm{in}$. to $0.064-\mathrm{in}$. brass for wavelengths of 1 to 10 cm , and therefore $d$ is not more than about

(a)

lig. 2.38.-Inductive iris in waveguide. 0.03 -guide wavelengths. For thicknesses of this magnitude, it is found that a correction must be applied to the value of $B$ calculated for very thin flaps, but that the equivalent circuit need not, for practical purposes, be modified. These flaps are extensively used as waveguide impedance transformers and are discussed in more detail in Chap. 4. At the present moment we are particularly interested in their relation to impedance and admittance charts. Flaps made of reasonably good conductors may be considered as lossless without serious error. If the output waveguide is terminated in such a way that the normalized admittance at the reference plane of this termination is $Y_{1}$, then the input admittance $Y_{3}$ is the sum of $Y_{1}$ and the inductive flap susceptance $j B_{2}$; that is, $Y_{3}=Y_{1}+j B_{2}$. This is the familiar addition of admittances which is used in low-frequency circuits. The way in which this addition is shown on a rectangular admittance chart is illustrated in Fig. 2.39. The admittance chart may be thought of as representing a current diagram at the reference plane when unit voltage, common to $Y_{1}, B_{2}$, and $Y_{3}$, is applied there. We may take $B_{2}=j 0.5$ and show, Figs. $2 \cdot 39$ and $2 \cdot 40$, how this combines with (a) a general admittance such as $Y_{1}=0.5-j 0.5$ to give $Y_{3}=0.5-j 1.0$, and (b) the special admittance $Y_{1}=1+j 0.5$ to give the special value $Y_{3}=1+j 0$, or matched-line condition. This latter procedure will be discussed in greater detail later when we come to the use of the inductive flap as a waveguide matching
element. For Case $a$, the principles of Fig. $2 \cdot 37$ are used to show the voltage and current vectors, Fig. 2399, each relative to the positive real unit vector which represents the voltage common to $Y_{1}, B_{2}$, and $Y_{3}$. The voltage in the "incident," or positively traveling wave to the right of the discontinuity is $V_{i 1}$. This is seen to lead the incident wave $V_{i 3}$, to the left of the discontinuity, by a slight phase angle. The magnitude of the incident wave is seen to be lower on the right, though this is not always the case. If the discontinuity is lossless, conservation of energy demands only that

$$
V_{i 1}^{2}\left(1-\Gamma_{1}^{2}\right)=V_{i 3}^{2}\left(1-\Gamma_{3}^{2}\right),
$$

since each side of the equality is proportional to the net power flowing to the right. Thus if $\Gamma_{3}=0$, as in Case $b, V_{i 1}$ will equal or exceed $V_{i 3}$.

The admittance transformations for these two cases are shown on the circular chart in Fig. 2.40. If one is not interested in the relations between the various


Fig. 2.39. - Admittance diagram for inductive iris. currents and voltages, and this is so more often than not, then the circular chart serves equally as well as the rectangular.

The inductive flap in waveguide has been cited as an example in which the use of an admittance diagram is indicated. A similar type of equivalent circuit holds for the coaxial-line discontinuity of Fig. 2•41, although the shunt susceptance is capacitive in this case. It is apparent that in this problem, too, an admittance diagram is required. It is characteristic of radial discontinuities in coaxial lines, where one or the other or both conductors abruptly change diameter, that the equivalent circuit contains a pure shunt element, and in all such problems the use of admittance diagrams is indicated.

In Figs. $2 \cdot 42$ and 2•43, discontinurities which yield a series-type equivalent circuit are shown for waveguide and coaxial lines. Just as in Fig. 2.38, the discontinuity must have small extent $d$ in the longitudinal direction. In either circuit, the reactance $X$ may have any value, either positive or negative, depending on the dimension $c$. Discontinuities of this type naturally call for the use of impedance charts to represent them. The principles of Fig. 2.36 may be used to obtain the relations between voltages and currents in terms of the total complex current which is common to the elements of a series circuit.
( $R-X$ ) vs. $(Z-\theta)$; ( $G-B)$ vs. $(Y-\theta)$.-This choice is usually clear in any
given problem. The problems discussed in the predecing paragraphs clearly required the expression of $Z$ or $Y$ in rectangular form rather than in polar form. In the majority of cases, this will be the choice. There is one particular type of problem, however, in which the use of the polar form for $Z$ or $Y$ is useful. This is the problem in which neither seriesimpedance elements nor shunt-admittance elements are needed, but in which a change of characteristic impedance occurs.


Fig. 240.-Admittance diagram (a) corresponding to Fig. 2•39, and (b) illustrating match ing by inductive iris.

An example of this problem arises in connection with the prediction of impedance transformations along a coaxial line supported by dielectric beads. This problem is discussed in detail in Chap. 4, but Fig. $2 \cdot 44$ gives an illustrative example. The impedance at $a$ is $Z_{0}=1.6 Z_{0}^{\prime}$; hence it is entered at $Z=1.6, \theta=0$. The arc of length 0.05 represents passage through the bead, leading to the impedance $Z_{b} / Z_{0}^{\prime}=1.45 /-18^{\circ}$. This impedance is expressed in terms of the air-filled line merely by reducing the magnitude of impedance by the factor 1.6 , leaving the phase angle unaltered.

The ordinary ( $R-X$ )-chart could be used, in which case both $R$ and $X$ would be reduced by the factor 1.6 . The positions of all the plotted points are naturally the same for the two charts, the only advantage of the


Fig. 2-41.- Capacitive stop, in coaxial line.



1ra. 242.-Serige wavequide stub).


Fig. 243.-- Series coaxial-line rhoke.
(Z- $\theta$ )- over the ( $R-X$ )-chart being the simpler conversion from one characteristic impedance to another. Of course, if steps of the type shown in Fig. 241 occur, a ( $G-B$ )-chart is needed in order to add a shunt $B$. Transfer of characteristic-admittance level involves changing $G$ and $B$ by the factor 1.6 , just as in the case of $R$ and $X$, but in the opposite dirertion.


Fig. 2.44.-Use of ( $Z-\theta$ - -chart for beads in a coaxial line.
The ( $Y-\phi)$-chart might have been used in place of the ( $Z-\theta)$-chart in solving the problem of Fig. 244. Clearly, the whole diagram would have been rotated $180^{\circ}$. There is no special rule for choosing between the two alternatives; it is merely a matter of personal preference. As indicated above, the ( $R-X$ ) - and ( $G-B$ )-charts may be used for this type of problem with only slightly more work in converting characteristic impedance or admittance. It is seldom that the polar-type chart is really necessary; it is usually preferable to use the usual $(R-X)$ - or ( $G-B)$-chart rather than change to a different one.

## IMPEDANCE-MATCHING AND DESIGN PROCEDURE

2.14. The Design of Matched Circuit Elements.-Reason for Match-ing.-It was stated in Chap. 1 that one of the most important, and one of the most difficult, problems in the design of microwave transmission circuits is that of maintaining a "matched" condition in all circuit ele-
ments. If the line on the output side of a given element is terminated in such a way that no standing wave exists in it, then it is desired that no standing wave be excited in the input line by the element itself. Now, using the theory developed in the present chapter, it can be shown that under these circumstances the transmission line and the associated circuits introduce a minimum of ohmic attenuation, transmit maximum power without breakdown, and present a minimum rate of change, with change of frequency, of the impedance presented to the transmitter output terminals. If the transmitter is designed to work into the characteristic, impedance of the line and the antenna presents a reflectionless termination, then such a continuously matched line provides optimum coupling between antemna and transmitter.

Although the other factors mentioned are important enough to suggest the desirability of the continuously matched operation, by far the

most important factors are those involving the load characteristies of the transmitter. Power output, operating frequency, and frequency stability of microware oscillators are all rather critically dependent on the character of the load into which they operate. This is particularly true of high-officiency tubes such as magnetrons, hut it is true to some extent of other tukes sumbas klystrons or trionke. To indicate the magnitude of these offects a detailed study is necessaty. Theoe who are interested in studying them further will want to refer to lol. 6 of this werses.

The way in which the output power and operating frequeney depend on the load presented to a typieal magnetron is illustrated in the sin-ealled "Rieke diagram" of Figg, 245. The polar coordinates which form the basis of this chant give the phase and manitude of the refleetion corfficient at a chowe reference point in the magetron. This coordinate phane is identical with that which we used in carier impertane chathe, tom the radial scale has again been marledi in terment whtage stathe-wane ratio rather than of voltage reflection coefficient. Diagrams of his type are obtained in this manner: first, by coupling the magnetron to a matehed
load and noting the power delivered and the operating frequency; then by introducing a mismatch and varying the reflection coefficient in a systematic way by means of a variable impedance transformer, and noting, for each point on the reflection-coefficient diagram, the power and frequency. When a sufficiently good coverage of the chart has been obtained, lines indicating constant-power and constant-frequency contours are drawn in.

With such a diagram available, the effect of an impedance mismatch on the magnetron may be determined. Let us take, for example, a VSWR of 1.5 and note its effect for various phases. Maximum power, 50 kw , occurs for the phase marked 0.46 wavelengths on the circumferential scale, and the minimum power, 34 kw , occurs for a phase of 0.20 wavelengths. The maximum frequency, $13 \mathrm{Mc} / \mathrm{sec}$ above that for matched line, occurs for a phase of $0.07 \lambda$, and minimum frequency, $13 \mathrm{Mc} / \mathrm{sec}$ below, occurs for $0.38-\lambda$ phase. The frequency sensitivity of an oscillator to its load impedance is popularly known as "pulling," and the total frequency difference between maximum and minimum for a VSWR of 1.5 , a common measure of this sensitivity, is known as the "pulling figure." In the example above, the pulling figure is $26 \mathrm{Mc} / \mathrm{sec}$.

Large standing-wave ratios in the phase region $0.47 \lambda$ lead to unstable operation of the magnetron, indicated by shading in Fig. 245. This instability is associated with the convergence of the frequency contours and is aggravated by interposing an additional length of line between magnetron and mismatch, Fig. 2•45b.

Let us summarize by recapitulating the effect on this typical magnetron of allowing the reflection coefficient to vary in magnitude from 0 ( $r=1.0$ ) to $0.2(r=1.5)$ and to vary through all phases. The extremes of power are 50 kw , or a variation of about $\pm 20$ per cent from the mean. The extremes of frequency are $\pm 13 \mathrm{Mc} / \mathrm{sec}$ from the mean. And for long lines, unstable operation occurs over part of the impedance region under consideration. These variations are usually the most important considerations in judging the degree of impedance-matching to be attained in designing components.

The next most important consideration is, in many cases, that involving voltage breakdown. It was shown in Sec. 26 that the not power which may be transmitted through a transmission line to a load is decreased, compared with the net power transferred in a matched line, by a factor exactly equal to the value of the VSWR in the line. Thus, in our example above, the power-handling caparity of the transmission line is reduced to two-thirds of that of the matched condition by the assumed SSWR of 1.5 . For high-power apparatus, operating close to the limit of the power-handling capaciy of the transmission line and components, this may be a very serious limitation.

The remaining factors, increased ohmic losses and reflection of power from the incident wave, are relatively minor ones. Using the relations of Sec. $2 \cdot 6$, these are evaluated for a VSWR of $\mathbf{1 . 5}$ to compare with the previous factors. The ohmic attenuation is increased by only about 8 per cent. The power reflected by the mismatch whose VSWR is 1.5 is only 4 per cent.

Measurement of Mismatch.-The direct approach to the problem of achieving this matched-line condition is simply to terminate the output line in a reflectionless load and to examine the standing waves introduced in the input line by the component being designed. The experimental procedure involved is described in detail in Vol. 11 of this series. The data consist of the value of the VSWR and the position of a voltage minimum in the standing wave. These data enable one to plot the impedance or admittance at a chosen reference point in the component being tested. The magnitude of the VSWR is, of course, sufficient to indicate the extent of the mismatch, but the phase information and impedance plot are frequently helpful in analyzing defects in the design and in effecting an improvement.

Still further information, leading to more complete knowledge of the characteristics of the component, may be obtained by an indirect approach. Briefly, this method consists of terminating the output line in a movable short-circuiting plunger, rather than in a perfect match, and determining merely the position of the voltage minimum of the complete standing wave resulting in the input line. If the component under test is perfectly matched, any motion of the plunger in the output line will cause an exactly equal shift of phase in the standing-wave pattern in the input line. If the component introduces a mismatch, the phase of the standing wave in the input line will not follow linearly the position of the shortcircuiting plunger as it moves along the output line. Although we cannot go into the details of the interpretation here, suffice it to say that the extent of this departure from linearity is a direct measure of the VSWR introduced by the component when under normal operating conditions. In addition, the positions of the output plunger and of the voltage minimum in the input line, when maximum departure from linearity occurs, constitute useful information. From the nonlinearity and phase data one may deduce the input impedance at any chosen point in the input line when the output line is matched. Moreover, one may predict exactly how the input impedance varies with the output impedance, and one may even predict the same characteristics for operation in the reverse direction, interchanging input and output ends. This wealth of information is usually expressed as an "equivalent circuit" in any one of several different forms familiar to those versed in network theory.

In general, the direct approach already deseribed will he used rather
than the indirect one, since it requires fewer measurements and leads directly to an impedance plot. Occasionally the indirect method is desirable because of the additional information which it furnishes; there are still other instances in which the indirect method is preferable because of instrumental reasons. This is particularly true when either input or output line is too small to be conveniently handled by the usual slotted-line technique. In such cases the small line is made the output line and terminated in a movable short circuit. Since the indirect method provides a complete equivalent circuit, the line used as the output line in the measurement is immaterial. Even when both input and output lines are too small to enable accurate measurements of VSWR by the use of slotted section, the location of the phase of a voltage null (the only use of a slotted section needed in the indirect method) is quite reliable.

Methods of Achieving a Match.-If the measurement of the mismatch of a circuit being designed indicates that the mismatch is too large to be acceptable, there are, in general, two courses of action which may be followed. The simplest one is to design, on the basis of the impedance measurement, an impedance transformer to be built into the unit in the appropriate manner. Although this may be satisfactory in some instances, it will not in general produce a desirable design, especially if the VSWR matched out by the transformer is large. Such a procedure ordinarily leads to a device which requires very accurate machining in order to give the transformer the proper transformation characteristics, and which is rather frequency-sensitive and subject to voltage breakdown.

The second method, and the one frequently used, is the attempt to effect an improvement in the match by a systematic variation of one or more design parameters. In initiating the design of a circuit to accomplish a given requirement it is well to bear this in mind and to provide one or more conveniently adjustable parameters, such as a variable-length coaxial-line stub, waveguide short-circuiting plate position, and so forth. Usually such elements will present themselves rather naturally in each design.

In the case of a T-stub support for coaxial line we have at our disposal, as an adjustable parameter, the stub length. By trying a series of different lengths it will be found possible to choose a length which will give a perfect match past the stub. This is an example of the simplest type of matching, achieved by adjusting a single parameter. If the admittance point were plotted for successive increments of stub length, a series of points would be obtained falling on a smooth curve and passing through the perfect-match point at the center of the chart.

An example of a slightly more complicated nature is afforded by the problem of the design of a transition from coaxial line to waveguide, Fig. 6.9. Here we have two parameters, the probe length $P$ and the end-plate
distance $D$. One parameter is first fixed at some arbitrary value, and the other is then varied. The procedure is repeated for other values of the first parameter. The corresponding admittance points are shown in Fig. $6 \cdot 10$, in which contour lines corresponding to constant $P$ and constant $D$ are drawn. This gridwork of admittance contours may be used to estimate, by interpolation, the values of the two parameters which would give the matched condition. It is also useful in estimating how much departure from optimum value may be tolerated in either parameter in order not to exceed a maximum allowahle VSWR. It also enables one to establish such mechanical tolerances for variation of the two parameters occurring simultaneously.

Sometimes it will be found that it is impossible to obtain perfect match with the parameters available, but that a reasonably low VSWR may be obtained. An example of this is found in the design of a stub angle, Sec. 44. It is then common practice to supplement the parameteradjustment method of matching with the addition of a suitable transformer. Other situations calling for a combination of the two methods will be discussed in the next section.

The Principle of Scaling or Similitude.-It is possible, by taking advantage of certain principles of similarity, to make use of the details of an existing circuit in the design of a new one to operate at a different frequency. This process is quite analogous to the design of full-size aircraft and ships on the basis of experiments conducted on scale models. In the scaling of mechanical models, the scaling of dimensions must be accompanied by appropriate changes in the properties of the fluid medium and in the velocity of motion. Similarly, in the scaling of electromagnetic devices, a change in dimensions must be accompanied by the proper changes in the electrical and magnetic properties of the materials used and in the operating frequency.

The relations between physical dimensions, oberating frequency, and the properties of the materials may be derived by suitable manipulation of Mixwell's equations. Stratton shows how this principle of electrodynamic similitude leads to the following relations:

$$
\begin{align*}
\mu \epsilon l^{2} \nu^{2} & =A  \tag{201}\\
\mu \sigma l^{2} \nu & =B . \tag{202}
\end{align*}
$$

Here .1 and $B$ are constants to be discussed presently and $l$ is any length which establishes the dimensional scale factor of the device being considered; it might he, for example, the radius of a spherical cavity or the width of a rectangular waveguide. In scaling, all dimensions of the device must be changed by the same factor as is $l$. When the dimensions are scaled in this way, the operating frequency $\nu$ and the characteristics
${ }^{1}$ J. (. Stratton, Electromagnetic Theory, MeGraw-Hill, New York, 1941, p. 488.
$\mu, \epsilon$, and $\sigma$ of each of the materials throughout the entire apparatus must be altered in such a way that the constants $A$ and $B$ retain their old values. To be specific, each of the constants $A$ and $B$ will have a series of values $A_{i}$ and $B_{i}$ uniquely determined by the properties $\mu_{i}, \epsilon_{i}$, and $\sigma_{i}$ of the material constituting that particular part of the original apparatus. Equations (201) and (202) then become

$$
\begin{align*}
\mu_{i} \epsilon_{i} l^{2} \nu^{2} & =A_{i}, & & i=1,2 \cdots  \tag{203}\\
\mu_{i} \sigma_{i} l^{2} \nu & =B_{i} . & & i=1,2 \cdots \tag{204}
\end{align*}
$$

As an example of the application of this principle, let us double the characteristic length $l$ of a particular device. The constants $A_{i}$ of $\mathrm{E}(1$. (203) remain unchanged if $\nu$ should be halved, and if $\mu_{i}$ and $\epsilon_{i}$ should be left unchanged. In order to satisfy Eq. 204), however, we must double $\sigma_{i}$. The doubling of all conductivities throughout the apparatus may in some cases be extremely important to the proper functioning of the device. This is particularly true of those circuits, such as eavity resonators, in which the power absorbed in conducting surfaces or dielectric medium plays an important role in determining performance.

On the other hand, there are a large number of circuits in which the power lost to the conductors and dielectrics of the device is a negligibly small fraction of the input power. For such devices (and nearly all of those described in this volume fall into this class), the conductivity is relatively unimportant in determining the electric and magnetic field patterns. The impedance which is determined by these fields therefore shows little dependence on conductivity. Hence, the plot of impedance against scaled frequency is essentially the same for the scaled-down device as for the original one, even though the conductivity is not scaled. In many practical problems, therefore, it is not necessary to satisfy Eq. (204).

Although the fraction of the input power lost in passing through the apparatus may be very small in both the original and the saled-down circuits, the two figures may differ from each other by a considerable factor if the conductivities are not scaled. It ran be shown ${ }^{1}$ that for a circuit whose dimensions are scaled down by a factor $p$ from a larger one, the percentage of the incident power lost in pasing through the smaller apparatus at a frecuency $p$ times higher bears the following relationship to that lost in the larger: loss in dielectric, smaller by the factor $p$; loss in conductors, larger by the fuctor $\sqrt{p}$. It must be remembered that we are considering the case where the over-all length, as woll as the other dimensions, is scaled down, and the characteristics $\epsilon, \mu$, and $\sigma$ are kept constant.

It should be noted that constancy of the loss tament (exsentially equal
${ }^{1}$ The special case of attennation in rectatmalar waveguide may be verified by converting Las. (150) and (151) into losis per wawtength.
to the power factor) of a dielectric with change of frequency eorresponds to the sealing of $\sigma$ in the manner required. This fact is easily seen by converting Eq. (92)

$$
\begin{equation*}
\epsilon_{1}^{\prime \prime}=\frac{\sigma_{1}}{\omega} \tag{2.92}
\end{equation*}
$$

into the form

$$
\begin{equation*}
\sigma_{1}=\omega \epsilon_{1}^{\prime \prime}=\omega \epsilon_{1}^{\prime}\left(\frac{\epsilon_{1}^{\prime \prime}}{\epsilon_{1}^{\prime \prime}}\right) . \tag{20.5}
\end{equation*}
$$

It is evident that if the dielectric constant $\epsilon_{1}^{\prime}$ and the loss tangent ( $\epsilon_{1}^{\prime \prime} / \epsilon_{1}^{\prime}$ ) remain constant, then $\sigma$ will he proportional to $v$ as required by liqs. (20;) and (204) when scaling without change of $\mu_{i}$ or $\epsilon_{i}$.

Thus far we have considered only the adjustment of $l, \nu$, and $\sigma_{i}$ in applying Las. (203) and (20t) to scaling problems, kecping $\mu_{i}$ and $\epsilon_{i}$ ('onstant. Although this application is the most useful for these equations, there are several others. One which is occasionally useful is that in which the size of a circuit is reduced while the same operating frequency is retained. This reduction and maintenance of frequencr may be areomplished most easily by the introduction of a new dielectric with a higher value of $\epsilon$. If it is desired to decrease $l$ by a factor $p$, then $\epsilon$ must be increased by the factor $p^{2}$ in order to satisfy Eq. (203), $\mu$ and $\nu$ remaining unchanged. In order to satisfy Liq. (204), $\sigma_{i}$ must be increased by the same factor $p^{2}$. As remarked in connection with the preceding example, it is, in many practical problems, not necessary to satisfy Eq. (204).

A third possibility is that of keeping $/$ and $\mu_{i}$ fixed, and varying $\epsilon_{i}$ and $p$ to satisfy Eq. (203). Other combinations in which $\mu_{i}$ is varied are possible, in principle, but rather impractical. There are also numerous possibilities in allowing three or even all four of the quantities on the left of Eq. (203) to vary.

To be exact, all dimensions must be sealed, but it is ohvious from a practical standpoint that some dimensions are not at all important. Thus it is only the internal dimensions of a metal waveguide that need be sealed. Similarly, only the internal diameter of the outer conductor and the outer diameter of the inner conductor of a coaxial line have any significance. In gencral, only those dimensions involving the dielectric material in which electric and magnetic fields occur and the metal surfaces adjacent to this region are significant.

Unfortumately the practice of scaling dimensions is considerably hampered by the fact that the pertinent dimensions of standard coaxial lines and rectanqular tubes seldom have the proper relationships. This is, in the case of rectangular waveguides, chiefly due to the fact that the tubing used is standard stock tubing, sized according to its external dimensions. Very rarely do the inside dimensions of one tube scale at all
closely to that of a different size. Similarly it is difficult to obtain, from stock tubing, a series of lines of different sizes with approximately the same diameter ratio. Nevertheless, the principles of scaling by similitude argument give one a fair start on a new design if applied as carefully as inconsistencies in the scale factors of standard tubings permit.
2.15. Impedance-matching Transformers.-There are times when it becomes desirable to incorporate into a design a fixed transformer section. This section is usually introduced for the purpose of matching the circuit, in question to the characteristic impedance of the transmission line or waveguide. In some special cases, however, it is necessary to cause a specified impedance to occur at a given point. An example of this application is found in the case of the transformer which is sometimes used to cause the optimum load impedance to appear at the terminals of a transmitter tube such as a magnetron. In regard to the use of a transformer to compensate for the mismatch of a circuit being designed, it is usually preferable to obtain a satisfactory match by the methods outlined in Sec. $2 \cdot 14$; but if these methods fail to give the degree of match desired, several types of simple transformers are available.

Quarter-wavelength Transformers.-The simplest types of coaxial-line transformers fall into this classification. Quarter-wavelength transformers may be used in waveguides, but it is more common to use shunt susceptance elements in waveguide work. The quarter-wavelength transformers used in coaxial lines usually take the form of sections of line in which the inner conductor is enlarged by slipping onto it a metallic sleeve of the appropriate thickness. This and other forms of transformers for coaxial lines are discussed in Sec. $4 \cdot 5$, while some forms of waveguide transformers are taken up in Sec. $4 \cdot 16$.

One frequently hears it said that a quarter-wavelength line section "inverts the impedance." This statement may be understood by noting that it is the normalized impedance, expressed in terms of the characteristic impedance of the quarter-wavelength section, which is inverted. Thus if a load impedance $Z_{r}$ terminates a quarter-wavelength section of characteristic impedance $Z_{0}^{\prime}$, the normalized output impedance $Z_{r} / Z_{0}^{\prime}$ is transformed at the input end to the normalized input impedance

$$
\begin{equation*}
\frac{Z_{i}}{Z_{0}^{\prime}}=\left(\frac{Z_{r}}{Z_{0}^{\prime}}\right)^{-1}=\frac{Z_{0}^{\prime}}{Z_{r}} . \tag{206}
\end{equation*}
$$

Writing the equation in this form brings out the inversion property of the quarter-wavelength line more clearly than does the frequently used form (Item 8 of Table 2.1)

$$
\begin{equation*}
Z_{i}=\frac{Z_{0}^{\prime 2}}{Z_{r}} \tag{207}
\end{equation*}
$$

In any case, the characteristic impedance of the quarter-wavelength section which can transform the output impedance $Z_{r}$ to the input impedance $Z_{i}$ is given by

$$
\begin{equation*}
Z_{0}^{\prime}=\sqrt{Z_{r} Z_{i}} \tag{208}
\end{equation*}
$$

A simple example of the inversion property of a quarter-wavelength line section is clearly evident from an inspection of the impedance chart of Fig. 235. Consider the normalized impedance point $R=2, X=0$. This point lies on the real axis at the point where the ( $r=2$ )-cirele crosses it. If this ( $r=2$ )-circle is followed in the clockwise direction (that is, if the impedance transformation is traced at points along the line toward the generator) for a duarter wavelength, we arrive at the normalized impedance $R=\frac{1}{2}$, the reciprocal of the normalized load impedance $R=2$. Conversely, if we start with the normalized load impedance $R=\frac{1}{2}$ and follow the upper are of the ( $r=2$ )-circle for a quarter wavelength, we obtain the input impedance $R=2$, the reciprocal of the load impedance $R=\frac{1}{2}$. It is easily verified for any of the constant-r circles that the two points of intersection with the real axis bear this reciprocal relationship.

A quarter-wavelength transformer may be used to obtain an input impedance equal to the characteristic impedance $Z_{\mathrm{n}}$ of the transmission line if, for any real load impedance $Z_{r}$, the characteristic impedance of the transformer section is chosen to be that required by Fq. (208); namely,

$$
\begin{equation*}
Z_{0}^{\prime}=\sqrt{Z_{\tau} Z_{0}} . \tag{209}
\end{equation*}
$$

In the general case the load impedare will be complex rather than real. Fortunately, however, points of real impedance occur at every voltage-minimum or voltage-maximum point along the line on the input side of the circuit being matched. If one of these were chosen as a reference point, the effective load impedance at that point would be real, and the above method of transioming a real load impedance to $Z_{0}$ would be ralid.

If a peint of minimum voltage is chusen as the reference point, the load impedance will be

$$
\begin{equation*}
Z_{\text {min }}=\frac{Z_{11}}{r_{L}} \tag{210}
\end{equation*}
$$

where $r_{1}$ is the value of the VSWR introduced by the circuit to be matched. The characteristic impedance of the transformer section is then

$$
\begin{equation*}
Z_{0}^{\prime}=\sqrt{Z_{w} Z_{u}}=\frac{Z_{u}}{\sqrt{T_{1}}}, \tag{211}
\end{equation*}
$$

and the impedance transformation is as shown in Fig. $2 \cdot 46 a$. The circle cdef represents the circle for which VsWR $=r$, for an impedance chart
based on the impedance $Z_{0}$. The actual load impedance lies somewhere on this circle (say at point $d$ or at point f) but we need not be concerned about its location in the present instance. Locating the point $e$ of minimum voltage is important; this may be accomplished by extrapolating an integral number of half wavelengths toward the load from one of the voltage minima which occur in the slotted section of line used to measure $r_{1}$. Usually the point $e$ should be chosen as the voltage minimum that is as close as possible ${ }^{1}$ to the circuit being matched, in order to obtain the least frequency-sensitive response. This choice is made because of the fact that the rate of change of input impedance with wavelength is, for a given load impedance, greater for long lines than for short ones. If the


Fig. 2-46.-Impedance diagrams for quarter-wave transformer.
point $e$ is made the terminal end of the quarter-wavelength transformer whose characteristic impedance is given by Eq. (211), the impedance transformation along the transformer section will follow the arc $e Z_{0}$, resulting in an input impedance equal to the characteristic impedance $Z_{0}$ of the line.

In a similar way, one may choose for the reference point the point $c$ where the voltage is a maximum and the impedance is

$$
\begin{equation*}
Z_{\max }=r_{1} Z_{0} . \tag{212}
\end{equation*}
$$

The required characteristic impedance of the transformer section is

$$
\begin{equation*}
Z_{0}^{\prime \prime}=\sqrt{Z_{\max } Z_{0}}=\sqrt{r} Z_{\mathrm{c}}, \tag{213}
\end{equation*}
$$

and the impedance transformations are as shown in Fig. 2•46b.
The problem of creating a prescribed impedance at a given point by the introduction of a transformer section into a matched transmission line is essentially the inverse of the above problem. If the desired impedance lies on the curve where VSWR $=r_{1}$, either of the two transformers
${ }^{1}$ For discussion of an exception to this general rule see, below, the subsection title "Use of Admittance Charts."
described above is suitable. For example, if it is desired to produce the impedance $f$ at a given point, the input end of the transformer of impedance $Z_{0}^{\prime}$ can be placed the proper distance (represented by the arc ef) on the load side of the given point. The transformation is then, working from the matched line impedance $Z_{0}$ back to the desired impedance at $f$, from $Z_{0}$ via the dotted are to $e$, thence along the dashed arc ef.

Shunt Susceptance Elements.-A type of impedance-matching element which is particularly useful in waveguides is that which behaves essentially like a pure susceptance shunting the line. The mechanical details and design data for waveguide structures used to accomplish this shunting action are discussed in Secs. $4 \cdot 13,4 \cdot 14$, and $4 \cdot 15$. The most common structure is the so-called "inductive diaphragm," which adds a negative susceptance with a magnitude dependent on the dimensions.


Fig. 247.-Admittance charts for waveguide matehing, (a) using rectangular chart; (b) using circular chart.

The way in which such an element is used to match a given circuit to the characteristic impedance (or admittance) of the waveguide is indicated in Fig. 2•47. These diagrams represent the impedances of Fig. 2•46 transformed onto an admittance chart. Again, we are not concerned with the actual load admittance but are interested merely in finding the point along the standing-wave pattern where the admittance has the desired value. In this case we seek the point where the admittance has the form $Y=1+j B$, represented by the point $k$ in the diagrams. At this point an inductive diaphragm whose susceptance is $-B$ may be added and the matched condition achieved.

For this type of matching the point $e$, at the voltage minimum, has no particular significance; however, it furnishes a convenient reference point with respect to which the matching diaphragm may be located. The magnitude $B$ of the susceptance and the distance $d$ between voltage minimum and proper diaphragm position may be read from the admittance chart after the experimental data on phase and magnitude of the

VSWR have been plotted. As a matter of fact both $B$ and $d$ are completely determined by the magnitude of the VSWR and may be calculated by formulas, Eqs. ( $4 \cdot 55$ ) and ( $4 \cdot 56$ ), or determined from graphs, Figs. $2 \cdot 12$ and $4 \cdot 61$. A discussion of the advantages to be obtained under certain conditions by the use of admittance charts is presented in the next, subsection.

The preceding discussion was based on the use of an inductive (negative) susceptance to effect matching. Such an element is to be placed at the point $k$, Fig. $2 \cdot 47$, which is a distance $d$ toward the load (counterclockwise) from the voltage minimum at $e$. There is a corresponding point $h$ at the same distance $d$ toward the generator from the voltage minimum at which a capacitive (positive) susceptance may be placed to effect matching.

Use of Admittance Charts.-It has been shown above that the characteristic impedance and placement of a quarter-wavelength transformer may be determined very simply without the aid of an admittance (or impedance) chart. Similarly, reference was made to simple graphs and formulas by which the magnitude and placement of susceptive elements may be determined. In case the matching is to be done on the basis of a single measurement at a given frequency these methods present the simplest and most accurate solution. In most design work, however, it is desired to obtain the best possible match over a given band of frequencies. It has been found that an admittance chart is of great assistance in achieving this goal.

The usual procedure consists of taking data on the magnitude and phase of the VSWR introduced by the given circuit at a number of frequencies within the operating band of the device to be matched. Some convenient reference point within the device or its input line is then chosen, and the admittance at that point is plotted for each frequency used in the measurements. Let us first assume that we are dealing with a waveguide circuit and that we have been particularly fortunate in the choice of a reference point so that the admittances cluster about the point $k$. We can then try adding an inductive susceptance of appropriate magnitude and predict the admittance plot to be expected from the device if matched in this manner. It may very well turn out that, in order to obtain the optimum over-all performance within the operating band, a compromise susceptance will be used which is not intended to produce a perfect match at any wavelength within the band. An example of this type of matching procedure is to be found in Sec. 6.6 , the corresponding admittance diagram being shown in Fig. 6.17.

There are numerous complications and variations which need to be considered in actually applying the procedure indicated above. In the example given, the variation of the magnitude of the susceptance $B$ with wavelength must be taken into consideration, and this variation differs
from one type of matching structure to another. Then, too, one is seldom fortunate enough to choose the optimum position of the matching device as a reference point. In general one must choose, on the basis of the admittance plot at the initially chosen reference point, a new reference point. The admittance must then be replotted at this new point; it is unfortunately true that a simple rotation of the chart will not suffice because the phase length between points is different for different wavelengths.

It sometimes happens that this difference in phase length can be used to advantage in increasing the bandwidth of a circuit. An illustration of this effect is afforded by the example from sec. 6.6 mentioned above. The method of design discussed in Sec. 6.6 is, in fact, one of the most useful methods of achieving broadband circuits.

Although the above discussion has been based on waveguide circuits, similar considerations apply to coaxial circuits. The choice of the initial reference point is again rather arbitrary, but in the coaxial circuits the admittance points should cluster about either point $c$ or $e$, depending on the use of a transformer section of either low or high characteristic admittance. Corresponding to the variation of susceptance with frequency, there will be a variation in transformer action with frequency, because the transformer is a quarter wavelength long at only one wavelength. All these considerations may be worked out very nicely by means of admittance (or impedance) diagrams.

The broadbanding technique described in Sec. 6.6 for a waveguide circuit may be applied in suitably modified form to coaxial circuits. It was by the use of such a technique that the broadband coaxial-stub angle of Fig. 4.31 was designed.
2.16. Other Design Factors. Manufacturability.-Although it is no doubt true that almost anything one might design could be manufactured if sufficiently elegant methods of fabrication are sought, a little thought as to problems of manufacture may often avoid needlessly involving slow and expensive fabricational ttechniques without sacrificing performance. At times there may arise a serious conflict between considerations of simplicity of fabrication and some other characteristics to be mentioned presently. In particular, the streamlining which leads to better breakdown characteristics is often difficult to achieve if conventional machining methods are to be used. In such cases, circumstances may indicate a choice, or some compromise may be reached.

Power-handling Capabilities.-As has just been indicated, streamlining by eliminating sharp corners is frequently desirable. If sharp corners occur in a region of high electric fields, they seriously reduce the breakdown power. It is sometimes sufficient merely to remove the machining burrs by using emery cloth or to go one step further and round the edge
by introducing a radius of curvature of a few thousandths of an inch. However, if the ultimate in breakdown resistance is needed, special streamlined contours or large radii of curvature, calling for special design, become necessary. Examples of this type of design are the high-power $E_{0}$-transition in Fig. 6.77 and the "doorknob"-type transition from coaxial line to waveguide in Fig. 6.37. In the doorknob design, considerable difficulty with manufacturability has been experienced, illustrating the point about the conflict between manufacturability and other factors.

The use of dielectrics is to be avoided wherever possible if high-power operation is desired, both because surface flashover is likely to occur along the dielectric-to-air interface and because most dielectrics are permanently damaged if such breakdown occurs.

Highly frequency-sensitive devices are usually unsuitable for highpower transmission. Usually they include either a section of line in which high standing waves exist or else a small gap across which a high voltage builds up. In either case abnormally high electric fields occur, leading to low power-handling capacity.

It is possible to have a device which includes objectionably small gaps even though it is not very frequency-sensitive. An example of this is the probe-type transition from coaxial line to waveguide, Fig. $6 \cdot 9$, in which the small gap between the end of the probe and the opposite wall of the waveguide leads to low breakdown figures. This limitation may become less serious if the gap is increased by bulging out the waveguide wall in that region. This change alters the impedance match, so one must compensate for it by readjusting the junction parameters.

Bandwidth.-Of all the factors which enter into microwave-circuit design, the problem of maintaining a low VSWR over broad frequency bands is without doubt the most difficult. It is a relatively simple matter to conceive the basic design for a circuit which will perform the required function; for example, a method of coupling from a given coaxial line to a given waveguide. With reasonable provisions for adjustable design parameters, and with due regard for high-power and manufacturability factors, a design may be readily evolved which is reasonably well matched at a given wavelength. If further improvement in the impedance match is desired, a simple impedance transformer may be inserted to give essentially perfect match at this wavelength. If the performance of this device at a series of frequencies is then investigated, it will give an estimate of what may be called the "inherent" frequency sensitivity of the design. This inherent sensitivity varies widely from one circuit to another but will usually be low enough to make operation over a band of about one per cent width satisfactory with a VSWR below 1.10. Some relatively simple circuits give satisfactory performance over a band of ten per cent width, but many others fall far short of this; and it is rare indeed that an appreciably broader inherent bandwidth is found.

As an example of one important factor which influences inherent bandwidth let us consider the simple circuit of Fig. 2•48. A resistance card, whose surface impedance is equal to the wave impedance of the waveguide at midband, is placed a quarter of a midband guide wavelength from the end plate which terminates the waveguide. This impedance has the value, for all $T E$-type waves, of $377 \lambda_{g 0} / \lambda_{0}$ ohms per square, where $\lambda_{0}$ is the midband wavelength and $\lambda_{g 0}$ is the corresponding guide wavelength. For coaxial lines, it is simply 377 ohms per square. The wavelength sensitivity of such a load is given by Fig. 2.49 for various choices of


Fig. 2.48.- Resistance card load in waveguide matehed at $\lambda=\lambda_{0}$. Surface resistance of card is equal to wave impedance of guide at $\lambda_{0}$. midband wavelength relative to cutoff wavelength. The wavelength sensitivity of the equivalent coaxial line load is given for comparison and is the limiting curve which would be obtained for $\left(\lambda_{0} / \lambda_{c}\right)=0$. It is important to note that the closer the midband wavelength is to cutoff, the more sensitive to wavelength the


Fig. 2.49.-Wavelength sensitivity for resistance card loads matched at $\lambda=\lambda_{0}$ in a waveguide whose cutoff wavelength is $\lambda_{c}$. The equivalent coaxial load is given for comparison. load becomes. This is, of course, because of the rapid change of guide wavelength near cutoff.

This simple circuit is rather typical of a large number of those which include a quarter-wavelength stub in shunt with the line. The coaxial-load curve might equally well be considered to represent that of an ordinary quarterwavelength T-stub support. The waveguide curves bear a close relation to a transition from coaxial line to waveguide of the commoner types (see Sec. 6.9).

In general, circuits tend to behave in a manner similar to this. Bandwidths are usually better for circuits operating far from cutoff. A note of warning is in order, however, since difficulties arise as the wavelength approaches the cutoff value for the next higher mode. The higher-mode fields set up by waveguide discontinuities are not attenuated rapidly enough, and undesirable interactions between discon-
tinuities occur. The wavelength at which these difficulties set in depends on such factors as the nature of the discontinuities, but for any wavelength below about $0.6 \lambda_{c}$ caution is advisable.

If the inherent bandwidth of a circuit falls below that desired, either it must be discarded and replaced by a basic design of greater inherent bandwidth, or it must be given greater breadth of band by resorting to some form of broadbanding technique. These techniques usually consist of the introduction of some other element whose frequency sensitivity is roughly equal to that of the original unit and which is placed in such a position that the reflections from the two circuits tend to cancel over a considerable frequency band.

The details of the circuits involved may take various forms. Although there is some overlapping of categories, a classification according to the form of the broadbanding element will be attempted, and an example or two of each group given.

To broadband a simple device such as a bead support or simple stub support, an identical unit may be added at a point in the line which is effectively a quarter of a wavelength away. This is the most obvious way of obtaining cancellation between units of equal frequency sensitivity and is discussed in Secs. $4 \cdot 3$ and $4 \cdot 4$.

Another method which sometimes presents itself is that of adjusting the distance between two circuit components both of which are already present and which have approximately equal frequency sensitivities. An example of this is to be found in the judicious spacing of a simple coaxialline stub support with respect to the probe-type transition from coaxial line to waveguide described in Sec. 6.7.

A third method consists of introducing an additional element for the express purpose of broadbanding. This element may take the form of a section of line whose length is half a wavelength and whose characteristic impedance differs from that of the rest of the line. This half-wavelength transformer introduces no mismatch at midband and its frequency sensitivity may be varied by altering its characteristic impedance. For example, the added element may be a transformer consisting of a dielec-tric-filled section of coaxial line. The frequency sensitivity of such a halfwave dielectric "bead" is given by Fig. 4•15. The added element might consist of other resonant combinations, such as a resonant slit in waveguide or a pair of inductive irises spaced to cancel reflections at midband.

Another method, closely related to the last, is to place the added element more or less symmetrically on the output and input sides of the original circuit component. One example of this is afforded by the placement of a low-impedance half-wavelength sleeve transformer symmetrically with respect to a simple coaxial-line stub support in order to obtain the broadband stub described in Sec. $4 \cdot 4$. The technique of using two
elements, one in the output line and one in the input, is illustrated by the discussion of Sec. $6 \cdot 14$ in connection with Fig. 6.79. The procedure outlined there is to a large extent one of trial and error in regard to the size and location of the element in the output line. It is quite possible that a more straightforward method could be evolved if the broadbanding procedure were based on measurements of the complete equivalent circuit characteristics of the component at a number of frequencies in the desired band.

Instead of adding an element in the output line, as in the preceding method, the design parameters may be varied in such a way that the variation of impedance with frequency takes on a desirable form. It then becomes possible to add an impedance transformer in the input line, just as in the preceding case, which restores match at midband and gives, by virtue of the sensitivity of the effective length of the intervening line section to frequency, a broad bandwidth. Examples of this technique are to be found, in Sec. 6.6, applied to the crossbar transition between coaxial line and waveguide.

Although their applicability is restricted to certain simple problems, tapers form the basis of the most familiar of all broadbanding techniques. Use of tapers is made in the design of transitions between different sizes of coaxial lines, Sec. $6 \cdot 1$, and different sizes of waveguides, Sec. $6 \cdot 3$.

The final class of broadbanding techniques to be discussed is probably one of the most familiar; namely, the use of a properly chosen series of quarter-wavelength transformers. Slater ${ }^{1}$ discusses this method of achieving broadband performance; an example is to be found in the coaxial-line phase shifter of Sec. $9 \cdot 5$.

Mode Purity and Resonances.-In some devices, additional considerations enter the picture to complicate the design problem and limit the freedom of variation of design parameters. For instance, in designing a transition from rectangular waveguide operating in the lowest or $T E_{10^{-}}$ mode to round waveguide operating in the second or $T M_{01}$-mode, the lowest or $T E_{11}$-mode may also be excited in the round guide. Particular care must be taken in providing design parameters which may be adjusted for minimum excitation of the unwanted lower mode. At the same time attention must be paid to the impedance match, for there may be a conflict between the two considerations when adjusting the design parameters. This conflict may be dealt with in the manner illustrated by the discussion of Sec. $6 \cdot 4$.

When the round waveguides of two such transitions are joined to form a rotary joint, an additional complication arises. Even though the excitation of the unwanted mode may be exceedingly small, certain over-all lengths of round waveguide lead to trouble because of resonance in that ${ }^{1}$ J. C. Slater, Microwave Transmission, McGraw-Hill, New York, 1942, pp. 57-62.
mode. The resonant wavelength depends in a rather complicated way on the angle as the rotary joint turns. A thorough discussion of this resonance problem is given in Secs. $7 \cdot 10$ to $7 \cdot 16$.

Even though a round waveguide may be too small for any propagation except in the lowest mode, there still remains the possibility of the existence of either of two perpendicular polarizations. It is this ambiguity about polarization which makes round waveguide unsuitable for most transmission-line applications; however, use is made of this property in the rotary joint using circular polarization, Sec. 7•17. In this application, care must be taken to excite a circular polarization, rather than elliptical; such care presents a design problem closely analogous to that of mode purity in the design of transitions to $T M_{01}$-mode. There arises, similarly, the problem of avoiding resonances in the round waveguide; this topic is discussed in Sec. 7•18. Similar problems, in connection with a rotary joint using a device which rotates the plane of polarization, are discussed in Sec. 7•19.
2.17. Series Branches and Choke or Capacity Coupling.-Frequently the coupling of two sections of transmission lines is desired under circum-


Fig. 2.50.-Evolution of capacity or choke coupling for coaxial line.
stances that make the attainment of good metallic contact rather difficult. This requirement is encountered in the design of many components for both coaxial lines and waveguides. The following examples, described in later chapters, are typical: waveguide couplings, Chap. 4; rotary joints and other types of motional joints, both in coaxial lines and in waveguides, Chap. 7; switches, short-circuiting plungers, and phase shifters, Chap. 8.

Since this problem is of such common occurrence, it seems advisable to describe in some detail the most usual method of solving it. In doing so, many of the transmission-line and impedance-transformation equations
developed previously will be used; thus the discussion will give an illustration of the use of these equations, as well as results which are themselves useful in many practical problems.

The problem proposed is usually solved by what is frequently, though somewhat inaccurately, termed "capacity coupling" or "choke coupling."

 of the enseireled portion of (a) in shown in (b).

One simple form of this cirenit is illustrated by ligg. 2.50, where it is obvious that the term "scrice-branching lines" is appropriate. Its evolution from true "capacity" couplings and improvement by the addition of another section of line acting as a "choke" is indicated by the series of sketches of Iig. 2.50.

The performance of such a circuit may be analyzed by means of the simple line theory which we have developed in the preceding sections.

## E. G. \& G. LIBRARY <br> LAS VEGAS BRANCH

Referring to Fig. 2.51, it is evident that the branch lines communicating with the gaps in both inner and outer conductors will be excited by radiofrequency energy, since the main-line current is interrupted by them. Assuming the gaps in inner and outer conductors to be small compared with a wavelength, we may write (see Fig. 2.51)

$$
\begin{equation*}
V_{i}=V_{0}+V_{2}+V_{4} \tag{21+}
\end{equation*}
$$

Dividing through by $I_{0}$, which is common to all branches, we obtain the series-impedance relation

$$
\begin{equation*}
Z_{i}=Z_{0}+Z_{i 2}-\left\ulcorner Z_{i 4} .\right. \tag{215}
\end{equation*}
$$

The main line is assumed to be terminated in its characteristic impedance $Z_{0}$. It is evident that if $Z_{i 2}$ and $Z_{i 4}$, the input impedances of the branch lines, can be made very small compared to $Z_{0}$, the gaps will not present an appreciable mismatch to waves transmitted along the main line. This will be the case if the branch lines are each made a half wavelength long, since the input impedance for a half-wavelength line terminated in a short circuit is zero, neglecting losses. Furthermore, in such a line section, the current is high at the short circuit, zero at a point a quarter wavelength away, and high again (equal to $I_{0}$ ) at the half-wavelength point. If the break in the branch lines is made at the quarter-wavelength point, it will not be necessary to provide good contact since no current is flowing at that point.

It is obvious that these conditions will prevail, for a given circuit, only at one particular wavelength; the question then arises as to its performance at other wavelengths. This performance, of course, depends on such geometrical factors as the radii, $a_{1}, b_{1}, a_{2}, b_{2}$ of the branch lines. It is also natural to be somewhat apprehensive as to how the breakdown-power limitation of the branch lines compares with that of the main line. These questions will now be investigated.

Impedance Relations.-The relations for the outer-branch line of Fig. 2.51 will be derived first. Beginning at the short-circuited (right-hand) end, and working back to the gap in the main line, we have

$$
\begin{equation*}
Z_{i 1}=j Z_{01} \tan \theta_{1}, \tag{216}
\end{equation*}
$$

where $\theta_{1}=2 \pi l_{1} / \lambda$ and line losses are neglected. The length $l$ is chosen equal to a quarter of the midband wavelength $\lambda_{0}$, so that

$$
\begin{equation*}
\theta_{1}=\frac{\pi}{2} \frac{\lambda_{n}}{\lambda} . \tag{217}
\end{equation*}
$$

At or near midband, $\tan \theta_{1}$ will be very large-infinite at midband, and about six for a wavelength 10 per cent either side of midband. If the junction impedance $Z_{i}$ (contact resistance, radiation resistance if an open junction, and other discontinuity effects) is kept less than, or comparable
to, the characteristic impedance $Z_{01}$, it may be neglected compared with $Z_{i 1}$. This suggests the desirability of making $Z_{0_{1}}$ as high as possible, which is desirable for other reasons as well. Neglecting $Z_{i}$, then, the impedance terminating the next section of line is

$$
\begin{equation*}
Z_{l 2}=Z_{i 1}=j Z_{01} \tan \theta_{1}, \tag{218}
\end{equation*}
$$

which transforms [by Eq. (40)] to

$$
\begin{align*}
Z_{i 2} & =Z_{02} \frac{Z_{12}+j Z_{02} \tan \theta_{2}}{Z_{02}+j Z_{12} \tan \theta_{2}} \\
& =j Z_{02} \frac{Z_{01} \tan \theta_{1}+Z_{02} \tan \theta_{22}}{Z_{02}-Z_{01} \tan \theta_{1} \tan \theta_{2}} . \tag{219}
\end{align*}
$$

入ormalizing in terms of the main-line impedance $Z_{0}$ and rearranging, we obtain

$$
\begin{equation*}
\frac{Z_{i 2}}{Z_{01}}=-j\left(\frac{Z_{02}}{Z_{01}}\right) \cot \theta_{2} \frac{1+\frac{Z_{02} \cot \theta_{1}}{Z_{01}} \frac{\cot \theta_{2}}{1-Z_{02} \cot \theta_{1} \cot \theta_{2}} . . .}{Z_{01}} \tag{220}
\end{equation*}
$$

If we make $l_{1}=l_{2}=\lambda_{0} / t$, we may write, as in Eq. (217),

$$
\begin{equation*}
\theta_{1}=\theta_{2}=\theta=\frac{\pi}{2} \frac{\lambda_{n}}{\lambda} . \tag{221}
\end{equation*}
$$

Ordinarily, $Z_{n 2} / Z_{n_{1}} \leqq \frac{1}{2}$ and near midhand cot $\theta \ll 1$; therefore we may neglect $\frac{Z_{102}}{Z_{102}}$ cot $\theta_{1}$ cot $\theta_{2,}$, compared to unity, in the denominator. In addition, near midband, cot $\theta$ is well approximated by

$$
\begin{equation*}
\cot \theta=\tan \left(\frac{\pi}{2}-\theta\right) \approx\left(\frac{\pi}{2} \frac{\Delta \lambda}{\lambda}\right) . \tag{222}
\end{equation*}
$$

where $\Delta \lambda$ is defined by $\Delta \lambda=\lambda-\lambda_{0}$. Equation (220) may he approximated by

$$
\begin{equation*}
\frac{Z_{i 3}}{Z_{0}}=j\left(\frac{Z_{102}}{Z_{i 1}}\right)\left(\frac{\pi}{2} \frac{\partial \lambda}{\lambda}\right)\left(1+\frac{Z_{411}}{Z_{11}}\right) . \tag{22.3}
\end{equation*}
$$

These approximations lead to a result which is shighty larger than that of E. . (220), but the crror is less than 5 per cent ior $0.80<\lambda_{1} \lambda_{\mathrm{a}}<1.33$ provided $Z_{02} / Z_{01} \leqq \frac{1}{2}$. It rises to 15 per cent over the same wavelength range if $Z_{02} / Z_{01}=1$. Since the loses have been neglected, the impedance $Z_{12}$ is naturally purely reactive. The nommalized reactance, refered to $Z_{0}$ of the main line, is

$$
\begin{equation*}
X_{i 2}^{\prime}=\frac{X_{i 2}}{Z_{i 1}} \approx-\left(\frac{Z_{01}}{Z_{i 1}}\right)\left(\frac{\pi}{2} \frac{\Delta \lambda}{\lambda}\right)\left(1+\frac{Z_{112}}{Z_{i 1}}\right) . \tag{2-1}
\end{equation*}
$$

In the case of the coaxial-line example of Fig. 2.51, a similar analysis of the line within the center conductor leads to

$$
\begin{equation*}
X_{i 4}^{\prime} \approx-\left(\frac{Z_{04}}{Z_{0}}\right)\left(\frac{\pi}{2} \frac{\Delta \lambda}{\lambda}\right)\left(1+\frac{Z_{04}}{Z_{03}}\right) . \tag{225}
\end{equation*}
$$

The input impedance is then given by

$$
\begin{equation*}
Z^{\prime}=1+j\left(X_{\mathbf{i} 2}^{\prime}+X_{i 4}^{\prime}\right) . \tag{226}
\end{equation*}
$$

Since the branch lines present reactances of the same sign, their contributions to the over-all mismatch of the circuit are, roughly speaking, additive. They may be made approximately subtractive by spacing the gaps in outer and inner conductors a quarter of a midband wavelength apart. Such an arrangement, combined with a reversal of the orientation of the center-conductor branch which may be desirable mechanically, is shown


Fig. 2.52.-Alternative arrangement of Fig. 2.51 providing broader bandwidth.
in Fig. 2.52. The outer-branch line and inner-branch lines are now each in series with the main line at different points. The VSWR which each separately would introduce into a matched line may then be calculated from Eq. (7c) of Table 2.2:

$$
\left.\begin{array}{l}
\frac{r_{2}-1}{\sqrt{r_{2}}}=\left|X_{i 2}\right|  \tag{227}\\
\frac{r_{4}-1}{\sqrt{r_{4}}}=\left|X_{i 4}\right| .
\end{array}\right\}
$$

For small values of $r$, the mismatch, which we shall define as $(r-1)$, is approximately equal to $|X|$. Thus, the mismatch introduced by the outer-conductor branch line is given approximately, using Eqs. (224) and (227), by

$$
\begin{equation*}
r_{2}-1 \approx\left(\frac{Z_{02}}{Z_{0}}\right)\left(\frac{\pi}{2} \frac{|\Delta \lambda|}{\lambda}\right)\left(1+\frac{Z_{02}}{Z_{01}}\right) . \tag{228}
\end{equation*}
$$

Neglecting $\sqrt{r}$ in Eq. (227) leads to an estimate of the mismatch which is too low, but the error is less than 10 per cent for $r<1.2$. This error is opposite in sign to the errors made in the approximations leading to Eq. (224), so that Eq. (228) is actually a rather good approximation (that is, in error by less than 10 per cent) for $r_{2} \leqq 1.2,|\Delta \lambda / \lambda| \leqq .25$ and

$$
\frac{Z_{02}}{Z_{01}} \leqq 1 .
$$

It will be noted that the mismatch is proportional to: (a) $Z_{02} / Z_{0}$, (b) $(|\Delta \lambda| / \lambda)$, and $(c)\left(1+Z_{02} / Z_{01}\right)$. Therefore, to maintain the lowest possible mismatch over a band of wavelengths about $\lambda_{0}$, it is desirable, in view of (a), to make $Z_{02}$ as small as possible compared with $Z_{0}$. In view of (c) it is desirable to make $Z_{01}$ as large as possible compared with $Z_{02}$; the desirability of making $Z_{01}$ large, for another reason, was pointed out in the discussion leading to Eq. (218).


Fig. 2.53.-Variations in outer conductor of branch lines. In each case, the actuad circuit is a figure of revolution generated by rotation about a horizontal axis to be imagined to exist below the figure.

A number of alternative physical arrangements of branch lines for the outer conductor of coaxial lines is shown in Fig. 2553. The centerconductor branch line is pretty closely restricted, because of physical considerations, to the two forms $c$ and $d$ of Fig. 2.50. The arrangement of Fig. $2 \cdot 53 a$ is the one most frequently used in coaxial rotary joints since it is fairly economical of space, both radially and axially, and involves no dielectric.

For those arrangements which include radial sections of transmission line, the simple equations given are not accurate. Radial lines require a special treatment which will not be given here. Curves giving the radial dimensions of effective quarter-wavelength lines are given in Figs. 4•46 and 4.47 and may be used in design work. In estimating wavelength
sensitivity the results given here for coaxial branch lines should give a fairly good approximation. The characteristic impedance of a radial line is fairly well approximated by considering the radial line to be roughly equivalent to a coaxial line whose cylindrical conductors are separated by the same distance as are the plates of the radial line, and whose mean radius is equal to the mean radius of the section of radial line. Thus close spacing between conductors leads to a low characteristic impedance, wide spacing to a high characteristic impedance.

As an example of the use of Eq. (228), the frequency sensitivity of the preferred type of coaxial rotary joint for standard $\frac{7}{8}-\mathrm{in}$. coaxial line (see Fig. 7-4) may be calculated. The outer branch line has the form of Fig. $2 \cdot 53 a$, the inner that of Fig. 2.51a. The constants are given in Table 23.

Table 2.3.-Chahacteristics of ${ }^{2}$-in. Coaxdah-line Rotahy Jont, Fig. 7.4 All impedances in ohms

| Line | $Z_{0}$ | $Z_{01}, Z_{03}$ | $Z_{02}, Z_{04}$ | $\frac{Z_{02}}{Z_{0}}, \frac{Z_{04}}{Z_{0}}$ | $\frac{Z_{03}}{Z_{01}}, \frac{Z_{04}}{Z_{03}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Outer | 46.6 | 13.4 | 4.2 | 0.090 | 0.31 |
| Inner | 46.6 | 28 | 13.4 | 0.29 | 0.48 |

The values of mismatch which would be caused by each branch separately are

$$
\begin{align*}
& r_{2}-1 \approx(0.090)\left(\frac{\pi}{2} \frac{|\Delta \lambda|}{\lambda}\right)(1.31) \approx 0.19 \frac{|\Delta \lambda|}{\lambda}  \tag{229}\\
& r_{4}-1 \approx(0.29)\left(\frac{\pi}{2} \frac{|\Delta \lambda|}{\lambda}\right)(1.48) \approx 0.97 \frac{|\Delta \lambda|}{\lambda} \tag{230}
\end{align*}
$$

In the actual design the gaps were, for economy of space, at the same point in the line (see Fig. 2.51). Hence the actual mismatch was approximately the sum of these, namely,

$$
\begin{equation*}
r_{s}-1 \approx(0.97+0.19) \frac{|\Delta \lambda|}{\lambda} \approx 1.16 \frac{\{(\lambda \mid}{\lambda} . \tag{231}
\end{equation*}
$$

If they were separated by a quarter wavelength, (see Fig. 2.52), the mismatch would be approximately their difference,

$$
\begin{equation*}
r_{d}-1 \approx(0.97-0.19) \frac{|\Delta \lambda|}{\lambda} \approx 0.78 \frac{|\Delta \lambda|}{\lambda} . \tag{232}
\end{equation*}
$$

These results are plotted graphically, over a range of wavelengths, in Fig. 2.54.

Breakdown.-One would expect to find that the small clearances and emall diameters occurring in these branch lines lead to a serious decrease
in the power-handling capacity of the coaxial line. On examination it is discovered that the small diameters of the inner conductor branch do lead to such a reduction, but it is found that the smallness of the clearances does not lead to high electric fields, since the total voltage across the gap goes down quickly enough, as the gap is decreased, to avoid trouble.

Referring to the center-conductor branch of Fig. 2.51, we may demonstrate this point. The highest voltage in this branch occurs across the line where the center conductor changes diameter. The branch is excited by the current of amplitude $I_{0}$ where it joins the main line, at the left end of Line 4. Let us first consider the situation at midband, where Line 4 is exactly a quarter wavelength long. The voltage at the right end of Line 4 has the


Fig. 2.54.-Performance of coaxial-line rotary joint of Table $2 \cdot 3$. amplitude

$$
\begin{equation*}
V_{4}=I_{0} Z_{04}=I_{0} 60 \ln \frac{b_{4}}{a_{4}} . \tag{233}
\end{equation*}
$$

The amplitude of the maximum electric field $E_{4}$, at the center conductor, is related to the voltage amplitude by

$$
\begin{equation*}
V_{4}=\int_{a 4}^{b_{4}} \frac{E_{4} a_{4}}{r} d r=E_{4} a_{4} \ln \frac{b_{4}}{a_{4}} . \tag{234}
\end{equation*}
$$

Equating Eqs. (233) and (234), we obtain

$$
\begin{equation*}
E_{4}=\frac{60 I_{0}}{a_{4}} \tag{235}
\end{equation*}
$$

In the main line, the maximum field, at the center conductor of radius $a$, is found by the same method to be

$$
\begin{equation*}
E_{a}=\frac{60 I_{0}}{a} . \tag{236}
\end{equation*}
$$

Therefore, the maximum field in Line 4 is larger than that of the main line by the factor

$$
\begin{equation*}
\frac{E_{4}}{E_{a}}=\frac{a}{a_{4}} . \tag{237}
\end{equation*}
$$

That is, the field in the branch line is larger than that of the main line by exactly the same factor as that relating the inner conductors of the respec-
tive coaxial line. To avoid breakdown in Line 4, the fields in the main line must be lowered from their break down value by this factor. Since the power being transmitted varies as the square of the fields, the power reduction factor caused by the smaller diameter in the branch line is

$$
\begin{equation*}
\frac{\text { Power with branch }}{\text { Power without }}=\left(\frac{a_{4}}{a}\right)^{2} \text {. } \tag{238}
\end{equation*}
$$

Of course, the same voltage $V_{4}$ appears also across the left end of Line 3 , but it is very unlikely that the electric field at the conductor of radius $a_{3}$ would exceed that at $a_{4}$. For a given outer-conductor diameter ( $l_{3}=b_{4}$ ) a line whose diameter ratio is $2.72\left(Z_{0}=60 \mathrm{ohms}\right)$ gives minimum electric field for a given applied voltage. In practice both lines have diameter ratios considerably smaller than this, and that of Line 3 is nearer to the optimum value.

Equations (237) and (238) are exact mathematically, but we have neglected the effect of the discontinuity in conductor diameter in passing from Line 3 to Line 4. In order to avoid increased fields in this region, the ends of the center conductors should be rounded with radii of curvature no less than their respective cylindrical radii.

Applying the same equations to the outer branch Lines 1 and 2 , one finds that the minimum field occurs at the right end of Line 2 and is given by

$$
\begin{equation*}
\frac{E_{2}}{E_{0}}=\frac{a}{a_{2}} . \tag{239}
\end{equation*}
$$

Since this gives $E_{2}$ less than $E_{0}$, no difficulty from breakdown in the outer branch is to be expected. It is, of course, advisable to avoid sharp edges where Lines 1 and 2 join.

The preceding discussion is accurate only for midband conditions. However, changing the wavelength by a considerable amount does not alter the conclusions appreciably, since the feeding current and maximum voltage are at the crests of distributions varying sinusoidally along the line.

The $\frac{7}{8}$-in. coaxial-line rotary joint of Table 23 has $a=0.187 \mathrm{in}$. and $a_{4}=0.125 \mathrm{in}$; therefore the power-reduction factor is, for this capacity coupling, 0.44 .

Contact and Radiation Losses.--In Eq. (218) the junction impedance $Z_{i}$ was neglected entirely compared with the input impedance of Line 1. If we assume that the junction presents a small resistive impedance $R$, because of contact or radiation effects, we have, instead of Eq. (218),

$$
\begin{equation*}
Z_{l 2}=R+j Z_{01} \tan \theta_{1} . \tag{240}
\end{equation*}
$$

When the succeeding steps are carried through and small quantities neglected, as before, in the final result, it is found that the reactance is that
given by Eq. (224), but that there now appears a resistive component of input impedance given by

$$
\begin{equation*}
R_{i 2}=R\left(\frac{Z_{02}}{Z_{01}}\right)^{2}\left(\frac{\pi}{2} \frac{\Delta \lambda}{\lambda}\right)^{2} . \tag{241}
\end{equation*}
$$

It has been assumed, in making the simplifying approximations in the final result, that $R^{2}$ may be neglected as compared with $Z_{02}^{2} \tan ^{2} \theta_{1}$. Thus the result is valid only if this is the case.

The main-line current $I_{0}$ flows in this input resistance; hence the power dissipated with a resistance $R$ present in the branch line is

$$
\begin{equation*}
P_{Z}=\frac{1}{2} I_{0}^{2} R_{i 2}=\frac{1}{2} I_{0}^{2} R\left(\frac{Z_{02}}{Z_{01}}\right)^{2}\left(\frac{\pi}{2} \frac{\Delta \lambda}{\lambda}\right)^{2} . \tag{242}
\end{equation*}
$$

Had the resistance $R$ appeared directly in series with the outer conductor, rather than in a branch line, the power dissipated in it would be

$$
\begin{equation*}
P=\frac{1}{2} I_{0}^{2} R . \tag{243}
\end{equation*}
$$

Therefore, the power dissipated in the resistance $R$ is decreased, by the branch-line arrangement, by the factor

$$
\begin{equation*}
\frac{P_{2}}{\bar{P}}=\left(\frac{Z_{0 z}}{Z_{01}}\right)^{2} \cdot\left(\frac{\pi}{2} \frac{\Delta \lambda}{\lambda}\right)^{2} . \tag{244}
\end{equation*}
$$

For practical capacity-coupling (or choke-coupling) circuits this factor represents a tremendous benefit. Taking the coaxial circuit whose characteristics are given in Table 23 and a value of $\Delta \lambda / \lambda$ of 0.25 , the loss-reduction factor is 0.015 for the outer conductor and 0.036 for the inner.

Incidentally, it should be pointed out that the ratio $Z_{02} / Z_{01}$ comes in squared in the loss-reduction calculation, again indicating in no uncertain terms the advantage of making $Z_{01}$ large compared to $Z_{02}$.

Extension to Waveguides.-The principles and equations developed for coaxial lines may be carried over, with suitable modifications, to waveguide capacity or choke couplings. The problem of providing such couplings for round waveguide operating in the $T M_{01}$-mode is an exceedingly simple one. Since this mode is a symmetrical one, the current flow in the waveguide wall is of uniform density, just as in a coaxial line; the branch line is excited in exactly the same manner as if it were connected to the outer conductor of a coaxial line. Any of the forms of outer-conductor branch line used for coaxial line may be used for the $T M_{01}$-mode in round waveguide. This mode is widely used in waveguide rotary joints, and such couplings are quite common. All the equations previously developed cary over exactly, provided the main-line characteristic
impedance $Z_{0}$ is correctly chosen to suit the waveguide mode. This impedance is that associated with radial voltage and total current; namely,

$$
\begin{equation*}
Z_{0}=48 \sqrt{1-\left(\frac{\lambda}{\lambda_{r}}\right)^{2}} \tag{245}
\end{equation*}
$$

That this is the proper impedance to use may be seen by referring to Fig. 2.55 and noting the fact that

$$
\begin{equation*}
V_{i}=V_{0}+V_{i 2}, \tag{246}
\end{equation*}
$$



Fig. 2.55.- Branch-line coupling for round waveguide carrying $T M_{01}$-mode. where $V_{0}$ and $V_{i}$ are the integrated values of the radial field $E_{r}$ taken from the center, where $E_{r}=0$, to the inner surface of the waveguide, and $V_{i 2}$ is the voltage across the coaxial branch line excited by the current $I_{0}$. Dividing Eq. (246) by the common current $I_{0}$, one obtains the impedance relation

$$
\begin{equation*}
Z_{i}=Z_{0}+Z_{i 2} \tag{247}
\end{equation*}
$$

where it is clear that the characteristic impedance used in the waveguide is that defined by

$$
\begin{equation*}
Z_{0}=\frac{V_{0}}{I_{0}} . \tag{248}
\end{equation*}
$$

As an example of the application of these and previously derived formulas, Fig. 2.56 gives the performance curve calculated for the typical $3-\mathrm{cm}$ band $T M_{01}$-coupling whose characteristics are listed in Table $2 \cdot 4$.

Table 2.4.-Characteristics of a TMon-capácity Coupling* Destgnfid for $\lambda_{0}=3.33 \mathrm{~cm}$

| $a$ | $\lambda_{e}$ | $Z_{01}$ |
| :---: | :---: | :---: |
| 0.576 -in. | 3.83 cm | 8.1 ohms |

* See Fig. 2.56.

A comparison of Fig. 2.56 with Fig. $2 \cdot 54$ shows that the waveguide coupling is somewhat more frequency-sensitive than the outer-conductor branch coupling, but not as frequency-sensitive as the inner. The waveguide coupling is restricted by the cutoff wavelength of the $T M_{01}$-mode on the long-wave side of midband, and trouble occurs because of the
possibility of propagation of the next higher mode on the shorter-wavelength side of midband. The region of wavelengths shown in Fig. 256 is about all that is practical in view of these limitations.

Round waveguides operating in the lowest or $T E_{11}$-mode may be coupled in the same manner, but the branch lines are then asymmetrically


Fia. 2.56.-Performance of $T M_{01}$-coupling (see Fig. 2.55 and Table 2.4).
excited by the waveguide currents. Branch lines with coaxial geometry will be excited in the second coaxial mode, so the phase constant associated with them is no longer simply that of transverse electromagnetic wave but rather that of a mode with cutoff characteristics (see Fig. 2.22).


Fig. 2.57.-Capacitive or choke coupling for rectangular waveguide.
Similarly, radial sections will be excited in the second radial mode, for which design curves are given in Fig. 4•46.

Although these complications make more difficult the quantitative analysis of the behavior of the capacity-coupling circuit, the principles to be observed for low mismatch over a broad band of wavelengths are still
the same. That is, the Line Section 2, next to the main line, should have a low characteristic impedance or closely spaced conducting surfaces, but Section 1 should have a higher characteristic impedance or more widely separated conducting surfaces.

Rectangular waveguides transmitting the lowest or $T E_{10}$-mode have a neld structure and current distribution rather like that of the lowest mode in round waveguide, just discussed. The various forms of capacity coupling shown for coaxial lines should, with suitable modifications, be applicable to rectangular waveguides in somewhat the same way in which they were applied to round waveguide. The form most frequently used is that of Fig. 257, the design of which is discussed in considerable detail in Sec. 49 . Alternative types of capacity-coupling circuits devised


Fig. 2.58.-Simple branch circuit approximately equivalent to Fig. 2.57.
especially for use with rectangular waveguides are discussed there, also. The simple branch circuit of Fig. 2.58 is approximately equivalent to the common coupling of Fig. 2.57. The two grooves of height $d_{1}$ of the former have been widened, bent into semicircular form, and joined to form the circular groove of the latter. The simple coupling would not be expected to be an effective capacity-coupling circuit, however, since the currents flowing in the side walls of the waveguide branch line of height $d_{2}$ are large and must flow through contacting surfaces. Neglecting this fact, the mismatch introduced by such a circuit may be calculated by modifying slightly the coaxial-line equations. It is merely necessary to change $\lambda$ to $\lambda_{g}$ and $\Delta \lambda$ to $\Delta \lambda_{\prime \prime}$ in Eq. (228) to obtain the mismatch due to one of the two series branches. Since there are two equal branches, the total mismatch is twice this value. The characteristic impedances are, since all branch lines have the same width as the main waveguide, simply proportional to the respective waveguide heights $b, d_{1}$, and $d_{2}$, [see Eq. (158)]. Equation (228) then becomes, for the complete coupling,

$$
\begin{equation*}
r-1 \approx 2\left(\frac{d_{2}}{b}\right)\left(\frac{\pi}{2} \frac{\Delta \lambda_{E}}{\lambda_{g}}\right)\left(1+\frac{d_{2}}{d_{1}}\right) \tag{249}
\end{equation*}
$$

Although there is a considerable difference between this coupling and the common coupling of Fig. 2•57, enough similarity exists for this result to give a fair prediction of the performance of the capacitive coupling. A comparison is made in Fig. 2.59 between values of VSWR measured for two different choke couplings and the performance predicted by Eq. (249). It will be noted that, although the agreement is not bad, the mismatch of the actual circuit is consistently lower than that predicted by the formula, especially at longer wavelengths. It may be reasoned that this is due to the fact that the branch lines are effectively wider than the main line; hence, they


Fig. 2.59....-Performance of waveguide choke couplings of Fig. 2.57. For the two upper curves, $d_{\mathrm{I}}=0.150^{\prime \prime}$ and $d_{2}=0.104^{\prime \prime}$. For the lower curves, $d_{1}=0.250^{\prime \prime}, d_{2}=$ $0.050^{\prime \prime}$. Solid lines are experimental, dashed lines calculated by Eq. (249). have lower characteristic impedance and slower variation of $\lambda_{g}$ than assumed in the formula. This would be especially noticeable at longer wavelengths, since the main line would approach cutoff long before the branch lines.

Since Eq. (249) gives fair agreement with measurements made on common couplings, one is encouraged to expect other equations, based on the simple coupling of Fig. 2.58, to do likewise. One would not expect to have breakdown trouble. The voltage amplitude in the main line of Fig. 2.58 is

$$
\begin{equation*}
V_{0}=I_{\mathrm{v}} Z_{0}, \tag{250}
\end{equation*}
$$

where $I_{0}$ is the longitudinal current in the main line and $Z_{0}$ is the appropriately defined characteristic impedance $\left[Z_{V, 1} \propto\right.$ waveguide height $b$, Eq. (158)]. The maximum voltage in Line 2 is, at midband,

$$
\begin{equation*}
V_{2}=I_{0} Z_{02}, \tag{251}
\end{equation*}
$$

where $Z_{02}$ is similarly defined and is proportional to $d_{2}$. Dividing Eq. (251) by Eq. (250), one obtains

$$
\begin{equation*}
\frac{V_{2}}{\Gamma_{0}}=\frac{Z_{02}}{Z_{0}}=\frac{d_{2}}{b} . \tag{252}
\end{equation*}
$$

Rearranging, one obtains

$$
\begin{equation*}
\frac{V_{2}}{d_{2}}=\frac{V_{0}}{b}, \tag{253}
\end{equation*}
$$

where the terms represent the maximum electric fied amplitudes in the branch line and in the main line of the simple circuit. Since in the actual coupling the fields tend to fan out to fill the circular groove, it would be expected that breakdown is even less likely in the choke coupling than in the main line.

Similarly, Eq. (244) may be modified to give the loss-reduction factor for the simple circuit; namely,

$$
\begin{equation*}
\frac{P_{2}}{P}=\left(\frac{d_{2}}{d_{1}}\right)^{2}\left(\frac{\pi}{2} \frac{\Delta \lambda_{i}}{\lambda_{i}}\right)^{2} . \tag{254}
\end{equation*}
$$

For the worst wavelength, 9 rm , on the curves of Fig. 2.59, this factor is 0.18 for the older design, upper curves, and 0.015 for the improved version lower curves. Although the application of Eq. (254) to the actually used couplings is certainly not expected to give an accurate figure, it should serve as a rough estimate.

## CHAPTER 3

## MATERIALS AND CONSTRUCTION TECHNIQUES

By Richard M. WalkRk

The materials usually used in the design of microwave transmission circuits are good metallic conductors and low-loss dielectrics with diclectric constants between 2 and 4. Metallic conductors and miscellaneous parts are usually made of brass or copper, sometimes plated with a highly conductive metal if low attenuation is desired, and often protected against corrosion and fungus grouth by lacquers or other finishes. Dielectric materials are used frequently for supporting center conductors in cables and coaxial lines, and for pressurizing waveguides and coaxial lines.

In this chapter, materials' are considered from the standpoint of durability, strength, and electrical characteristics at microwave frequencies. Tables of materials and their characteristics presented here include only those materials that have been used successfully in microwave transmission systems and those that show promise for future appliations. Construction technigues are discussed from the standpoint of tolerances, economy, and application to the construction of microwave transmission lines and components in the laboratory and in the factory.

## Metallic materials

3.1. Tubing for Coaxial Lines and Waveguides.-Brass is the mont widely used metal for comial lines and wavegudes hecause it is easily machined and soldered and has relatively low electricalloss. Rectangular and ciecular seamless brass tubing is arailable in many standard sizes that are quite adepuate for general use in microware transmission lines. Stainless-steel tubing is used in applications where attenuation is not a serions consideration. For good conductivity the tubing is plated with copper or silver, or made with a copper or silver lining.

For optimum performance at microwave frequencies, special care must be taken in the selection and fabrication of tubing. The conditions for opfimum perfomance of a microwave trammission line are smooth wall surfaces, high combluctivity in the metallie walls, and protection against corrosise atmospheres and fongus growth. Rough wall surfares are objectionable for several reasons. Sharp burs or edges on the wall surface considerably decrease the maximum peak power that a line can
handle without voltage breakdown. A rough wall surface also increases the effective resistance of the transmission line, and the attenuation per unit length of line is therefore increased. This increase in resistance can be explained in terms of the skin effect in a conductor at high frequencies. The effective skin depth $\delta$ is defincd as the depth at which the current density is $1 / c$ times the current density at the surface; it is given in meters by the formula ${ }^{1}$

$$
\begin{equation*}
\delta=\sqrt{\frac{1}{\pi \sigma \mu C}} \sqrt{\lambda_{0}} \tag{1}
\end{equation*}
$$

where $\lambda_{0}$ is the frec-space wavelength in meters, $\sigma$ is the conductivity in mhos per meter, $\mu$ the permeability of the metal in henrys per meter, and $c$ the velocity of light in meters per second. [See Eq. (2.78).] From Eq. (1) it is seen that, for a given wavelength, $\delta$ is inversely proportional to the square root of the conductivity of the metal. For copper, the value of $\delta$ at $10-\mathrm{cm}$ free-space wavelength is $1.2 \times 10^{-4} \mathrm{~cm}$ or $4.7 \times 10^{-5} \mathrm{in}$.

(b)

Fig. 3.1.-Corrugated wall surfaces.

The attenuation per unit length of line is increased if the wall surfaces are scratched or corrugated as shown in Fig. 3•1. The increase in attenuation is believed to be caused by two effects: (1) the effective length of the conductor, which is a section of the wall surface of thickness $\delta$, is increased; (2) the concentration of currents at the edges of each corrugation increases the effective resistance of the skin. The contribution of the increased effective length can be calculated for known configurations in the corrugated surface.
The effective length for the triangular grooves of Fig. $3 \cdot 1 a$ is twice the actual length of the line, if the triangle is equilateral, for any depth of groove. Similarly, for square grooves or corrugations, as shown in Fig. $3 \cdot 1 b$, the effective length of the line is also twice the actual length of line.

An example of one form of the square type of corrugation is the flexible waveguide known as "Titeflex" (see Secs. $5 \cdot 14$ and $5 \cdot 15$ ). Measurements made at Radiation Laboratory on six samples of Titeflex flexible waveguide showed that the attenuation is 3.2 to 3.6 times the calculated value for smooth wall surfaces. The samples of $1.5-$ by 3 -in. Titeflex were 2 ft long and the corrugations were 0.060 in . square. Four samples were silver-plated $70-30$ brass and the other two were unplated $70-30$ brass. Measurements at $10 . t \mathrm{~cm}$ showed an arerage loss of $0.069 \mathrm{db} / \mathrm{m}$ in the silver-plated samples and of $0.127 \mathrm{db} / \mathrm{m}$ in the unplated samples. Comparison of these values with the calculated loss of $0.019 \mathrm{db} / \mathrm{m}$ for silver waveguides and of $0.0+0 \mathrm{db} / \mathrm{m}$ for $70-30$ brass wavegnides with smooth

[^9]walls, shows that the actual loss is respectively 3.6 and 3.2 times the calculated losses. The results indicate that there are losses other than those caused by the inereased length of line. These losses may result from the concentration of currents at the edges of the corragations.

There is evidence that the added loss culused hy surface imperfections such as oxide films and die marks is also a function of the wavelength. This result is to be expected since such surface imperfections become comparable in dimensions to the skin thickness as the wavelength decreases. Loss measurements on commercially drawn tubing at 3 cm agree with theoretical calculations within an estimated experimental error of $\pm 5$ per cent. Similar measurements at 1.25 cm gave results that were 10 to 20 per cent higher than the theoretical loss values, ${ }^{1}$ and at 0.54 cm the loss was about 50 per cent higher than the theoretical values. ${ }^{2}$ The above measurements were made in waveguide of dimensions 0.400 - by $0.900-\mathrm{in}$. ID, $0.170-$ by $0.420-\mathrm{in}$. ID, and $0.086-$ by $0.180-\mathrm{in}$. ID, respectively. It seems probable that the increased attenuation is caused by surface irregularities of some nature. These irregularities must be numerous and submicroscopic in size. Further investigation of these effects is particularly desirable. It is extremely likely, however, that the over-all attenuation of a trensmission system may be seriously increased by rough wall surfaces in applications where long lengths of line are used, especially at the lower wavelengths.

In the manufacturing process, round seamless tubing is drawn from a flat sheet into a series of cylindrical cups by means of a conventional hydraulic press that presses the metal into successive dies. Each die reduces the diameter of the tubing and increases its length until the length of the deep-drawn tuhing reaches the limit of the press. The operation is then continued on a draw table, on which the tubing is drawn horizontally through a die and over a sizing plug until the proper diameter is reached. Annealing is usually required after each drawing operation because the metal becomes work-hardened. Dies for drawing rectangular tubing are made by accurately ground and fitted rollers. Rectangular tubing is drawn from circular tubing. Silver-lined tubing is made in the same manner. The flat sheet, however, is made by silver-soldering a plate of silver to a block of the base metal desired. This block is then rolled into a flat sheet. The ratio of the thickness of silver to that of the base metal remains constant throughout the process.
3.2. Dimensional Tolerances.--The dimensional tolerances of the tubing depend on the accuracy of the die and plug, and the finish depends on the finish of the die and plug. Best finishes are produced by use of a

[^10]die-and-plug combination of very hard steel that has been highly polished and plated with chromium. Tolerances in drawn tubing are limited by the wear permitted on the die and plug before they are replaced. The die is usually made to the minimum diameter within the specified tolerance and allowed to wear until it rearhes the maximum allowable diameter. Commercial tolerances to be expected on the inside or outside of round and rectangular standard tubing are given in Table $3 \cdot 1$. The table also shows the maximum standing-wave voltage ratio, at the given wavelength, that will result from joining two pieces of tubing with the maximum tolerance in opposite directions. The VSWR introduced by a junction between two waveguides of different inside dimensions is approximately equal to the ratio of the impedances of the two lines and is given by Eq. ( $2 \cdot 160$ ), which may be written
\[

$$
\begin{equation*}
r=\frac{\lambda_{\mu} a^{\prime} b}{\lambda_{g}^{\prime} a b^{\prime}} \tag{2}
\end{equation*}
$$

\]

Table 3.1-Commerclaf. Tolfrances in Round and Rectangular Turing Coaxial lines


[^11]of the other waveguide; $\lambda_{g}$ and $\lambda_{g}^{\prime}$ are the guide wavelengths. The reactance at a step of this order of magnitude is negligible in comparison with the resistive mismatch. From the formula, we see that the mismatch is at a maximum when $a^{\prime} / a$ and $b / b^{\prime}$ are maximum-that is, when one waveguide is larger than the other in the $a$ dimension but smaller in the $b$ dimension. Steps in coaxial lines may cause mismatches that are more reactive than resistive, or vice versa, depending on whether the steps on the outer and center conductors are in the same direction or opposite directions, respectively. The valucs given are for steps in the opposite direction on the two conductors, in which case the mismatch is due mainly to the change in characteristic impedance. For complete analysis of the problem of discontinuities in coaxial lines, reference should be made to Sec. $4 \cdot 6$. From Table $3 \cdot 1$ it is seen that the mismatch introduced by junction steps in tubing is not excessive. Care must be taken to remove burrs from junctions to prevent voltage breakdown.

Brass waveguides and tubing of special sizes for coaxial lines are sometimes needed in the laboratory and in product on. The manufacture of such tubing requires a new set of dies and sizing plugs for large-scale production. When only a few pieces of tubing are needed, the cost of retooling is often too expensive and requires too much time. In such cases the drawing process may be speeded up by using coin silver, which can be drawn more easily. The dies and plugs for drawing coin silver need not be hardened or chromium-plated.

Tubing for coaxial lines of special sizes may be made in short lengths in the laboratory shop by turning on a lathe cr by reaming out undersize tubing. Waveguides of special sizes may be made by casting two halves and milling the inside to the correct dimensions, or by cutting down oversize waveguide. In either case, the break should come in the center of the broad side of the waveguide to minimize current flow across the junction. The two halves may be adequately held together by clamps, or soldered. Care must be taken in soldering to avoid warping of the metal.
3.3. Miscellaneous Metallic Parts.-Special applications require the use of metals other than brass because of their thermal expansion coefficients, elasticity, sliding friction, and other properties. An iron-nickelcobalt alloy containing $5+28$, and 18 per cent of the metals respectively is widely used in making seals to glass for pressurizing lines because its expansion coefficient is the same as that of Corning Glass Nos. 704, 705, 7052 , and 706 (sce Sec. $4 \cdot 19$ ). This alloy is designated by the trade names Kovar and Fernico. Phosphor bronze, beryllium copper, and chromium copper are used in making sliding contacts, such as bullets in coaxial lines (see Sec. $4 \cdot 2$ ), and movable plungers for coaxial lines (see Sec. 8.3). These alloys are desirable for sliding-contart applications because they have good elasticity and good electrical conductivity. Anaconda Beryl-

Table 3.2.-Conductivity and Attenuation of Metals and Ailloys Values given for $20^{\circ} \mathrm{C}$

| Metal | Conductivity, mhos/meter | Relative attenuation | Waveguide attenuation, db/meter* |
| :---: | :---: | :---: | :---: |
| Copper, pure. | $5.8005 \times 10^{7}$ | 1.00 | 0.117 |
| Aluminums |  |  |  |
| Pure. | 3.475 | 1.29 | 0.151 |
| Si $0.29 \%$, Fe $0.14 \%$. | 3.475 | 1.29 | 0.151 |
| Die-casting alloys. | 1.05-2.64 | 2.35-1.48 | $0.275-0.174$ |
| Brasses, annealed |  |  |  |
| $\mathrm{Cu} 90 \%$. | 2.52 | 1.52 | 0.178 |
| $\mathrm{Cu} 80 \%$. | 1.882 | 1.75 | 0.206 |
| Cu $70 \%$. | 1.51 | 1.95 | 0.229 |
| $\mathrm{Cu} 60 \%$. | 1.65 | 1.88 | 0.220 |
| Brass, hard-drawn ${ }^{\text {a }}$ |  |  |  |
| $\mathrm{Cu} 70 \%$. | 1.22 | 2.18 | 0.255 |
| Bronze, phosphor | 0.817-2.52 | 2.66-1.52 | 0.312-0.178 |
| Coppers |  |  |  |
| Be $2.15 \%$ Pb $0.35 \%$ | 0.983 | 2.43 | 0.285 |
| Same, heat-treated. | 1.05-1.45 | 2.34-2.00 | 0.275-0.234 |
| $\mathrm{Cr} 0.85 \%$, Si $0.10 \%$. | 2.32 | 1.58 | 0.185 |
| Same, heat-treated | 4.64 | 1.12 | 0.131 |
| Chromium. | 2.23 | 1.61 | 0.189 |
| Constantan. | 0.204 | 5.33 | 0.624 |
| Gas carbon. | 0.002 | 54.00 | 6.320 |
| Graphite. | 0.0125 | 21.60 | 2.530 |
| Gold. | 4.10 | 1.19 | 0.139 |
| Lead. | 0.454 | 3.58 | 0.418 |
| Magnesium |  |  |  |
| Pure | 2.175 | 1.64 | 0.192 |
| Dow M. | 1.525-2.00 | 1.95-1.70 | 0.229-0.200 |
| Other alloys. | $0.558-1.00$ | $3.20-2.40$ | $0.380-0.280$ |
| Mercury | 0.1044 | 7.45 | 0.874 |
| Nichrome | 0.0999 | 7.63 | 0.894 |
| Palladium | 0.907 | 2.53 | 0.296 |
| Platinum | 0.999 | 2.41 | 0.283 |
| Rhodium. | 1.960 | 1.72 | 0.202 |
| Silver, pure | 6.275 | 0.96 | 0.113 |
| Silver, coin ( $10 \% \mathrm{Cu}$ ). | 4.960 | 1.08 | 0.127 |
| Steel, cold-rolled. |  | 10.20 | $1.193 \dagger$ |
| Steel, cold-rolled. |  | 16.00 | $1.9 \ddagger$ |
| Steel, stainless |  | 7.00 | $0.8 \ddagger$ |
| Steel, stainless. |  | 10.35 | $1.212 \S$ |
| Tin. | 0.654 | 2.95 | 0.346 |
| Tungsten, drawn | 1.780 | 1.80 | 0.221 |
| Zinc........... | 1.725 | 1.84 | 0.215 |

[^12]lium Copper 175 has the best elasticity of the three but its conductivity is slightly lower than that of $70-30$ brass. ${ }^{1}$ Anaconda Phosphor Bronze 356 and Chromium Copper 999 are somewhat higher in electrical conductivity than $70-30$ brass.

Table $3 \cdot 2$ gives values of the conductivity of various metals used in the design of microwave transmission lines and components and the relative attenuation in each metal. The conductivity values for pure metals were assembled from data in the Handbook of Chemistry and Physics, ${ }^{2}$ and the values for alloys were taken from data in Sweet's File for Product Designers.

The attenuation of rectangular waveguide $0.400-$ by $0.900-\mathrm{in}$. ID at a free-space waveguide of 3.2 cm is also given in Table 3.2 for the various metals. The attenuation was calculated from equations developed in Chapter 2 for most of the metals. The attenuation values for magnetic metals were determined experimentally by direct loss measurements.
3.4. Construction Techniques.-Special construction techniques have been necessary in the manufacture of microwave transmission-circuit components that have peculiar geometrical shapes. These special techniques include electroforming and several forms of precision casting.

Electroforming is a process for producing hollow metal parts of irregular shape by electroplating a low-melting-point metallic alloy on wax molds made to reproduce the interior of the part desired. The process serves in some cases as an interim between model-shop specimens and production parts, but it has also been used successfully on a large scale in the production of parts. The mold is usually made of Wood's metal, Cerrobend, or electrotyping wax. The electroforming metal is usually copper or nickel, which is deposited to the thickness required for the desired mechanical strength. The mold is then melted out leaving the part with very accurate internal dimensions. Matching windows or other inserts may be molded into the alloy at the correct positions so that they will become attached to the plated part in the plating process. These inserts are very easily located with accuracy and are well bonded to the copper or nickel during the plating process. Electroformed parts of nickel which are very light yet mechanically strong can be produced. For good electrical conductivity the nickel is usually plated with silver after the mold is melted out. Electroforming may be done in any laboratory that has equipment for electroplating. Although the process is not limited to the use of copper and nickel, it is not practical for some metallic platings because of the difficulties in applying thick deposits. The thicker the plate becomes during plating the more porous is the surface last

[^13]deposited because the metal deposits faster on the high spots. A combination of platings may also be used in electroforming.

The production of some transmission-line components of peculiar geometrical shapes difficult to fabricate or otherwise produce has been achieved by use of precision-casting methods. In comparison with conventional sand casting these methods have advantages of deaner, sharper definition and much closer dimensional tolerances. Precisioncasting methods can be grouped into three gencral classes: die castings, centrifugal castings, and "lost wax" castings.

Die-casting technighes are of course well known and widely used. The molten metal in forced under pressure into steel molds of extreme accuracy and high finish. This method produces the finest castings and is the most economical for large-scale production. It is, however, limited to metals and alloys with relatively low melting points because the temperature of the molten metal must be considerably lower than that of the die metal. Copper, aluminum, and zine alloys may be casily die-east in steel molds. The accuracy is determined by the tolerance of the mold and the difference in contraction of the two metals during cool ng. Tolerances of $\pm 0.002 \mathrm{in}$, may be held consistently in small parts. Tools must be replaced when wom berond tolerances. The tool cost limits the practical use of dif-rasting to the production of large quantities.

Centrifugal casting is a process intermediate between sand-easting and die-rasting. This methol is used when dimensional and finish requirements are not too exacting. Accurate mokls are made of plaster of paris, baked sand, or special clay, and mounted off center on a revolving table. The molten metal is pourd into a a ap or hole in the center of the table and forced through channels into the molds by centrifugal action. The resulting castings are much superior to sund castings hecause air pockets are prevented by the centrifugal action. This is an ideal method where some machining of the casting is possible to insure the accuracy of critical dimensions.

The "lost wax" method of casting is an ancient technique molernized by the deutal protession. Briefly, it consists of making a was impression of the part to be moded, burying the impresion in special chay, and baking the clay. During the baking. the wax is bost by evaporation through the pores of the clay. Thus there is produced a erramic mold that will withstand extremely high temperatures. Sum a mold is poroms enough to permit the essape of air and gax, so that a asting made from it will be free of bow hote and bubles. The molten metal is drawn into the mold by vacuman ation on the porons eramie moht. This proeese is highly technical and the mang trate socets involved are closely guarded by the various manufactures. The results are excellent but sometimes expen-
sive. This method is capable of producing castings that could be made by no other means.

Powder metallurgy-a process of molding powdered alloys of copper, aluminum, and zinc-affords an alternate for casting. This process provides unusual production economy, particularly in the case of complex parts, the production of which normally requires a series of forming, working, or machining operations. The powdered metal is screened and compressed, or briquetted, in a mold under pressures of 50,000 to $100,-$ $000 \mathrm{lb} / \mathrm{in}^{2}$ to form a sustaining compact mass that will withstand the necessary handling during transfer to the sintering furnace. Thin wall sections should be avoided because they cause die failures at pressures of this magnitude. In the sintering furnace the metal is heated nearly to the melting point, a process that fuses the powder into a hard metal comparable in strength to a casting. Die costs and costs of setting up production are so high that the process is not economical except for large quantities of identical parts. The finished parts are often porous and cannot be used where pressurization is required. Dimensional tolerances to be expected on the briquette as sintered are $\pm 0.004 \mathrm{in}$. on the diameter and $\pm 0.008 \mathrm{in}$. on the length. Re-pressing or coining will improve the tolerance on the diameter but will not improve the tolerance in the direction of pressing. Powder metallurgy has also been used for making oilless bearings by mixing graphite with the powdered metal.

Many microwave transmission components must be made in two or more parts which are then joined by soldering. It is advisable to locate such joints so that minimum current flows across the joint, in which case radiation and reflection in poorly soldered joints are minimized.

Two methods of soldering are used in making joints in microwave components: silver soldering and soft soldering. Silver soldering-sometimes referred to as hard soldering-may be defined as the joining of metals by means of a nonferrous filler alloy containing silver, which melts at a temperature near but below the melting point of either metal to be joined. Joints properly made have strength comparable to that of the parent metal. Any of the commercial silver solders such as Sil-fos or Easy-flo give strong durable joints on copper, brass, or bronze. Gas brazing with a torch, using oxygen and acetylene or other suitable fuel gas, is the most common heating method and gives excellent results, especially in the hands of a skilled operator. Control of the heating, to bring the joint surfaces of both parts simultaneously to the proper temperature, is effected by application of the flame away from the joint. Thus the flame is not allowed to impinge directly on the solder, and the solder is melted by the heat of the parts. Initial cleanliness is of paramount importance. This may be ensured by the use of a suitable flux
which aids in protecting metal from oxidation by dissolving oxides that may form and by promoting free flow of the molten solder into the joint. After soldering, it is desirable to clean the parts thoroughly since the flux may cause corrosion. Common fluxes are water-soluble and are easily removed by hot water or steam. Clearances between parts to be soldered are important and vary according to the materials. For joining brass, a clearance of 0.002 to 0.003 in . gives good results. Silver solder usually has a composition of copper, zine, and 40 to 50 per cent silver. The melt-ing-point range is $1150^{\circ}$ to $1600^{\circ} \mathrm{F}$.

Soft solder contains tin and lead in ratios that vary according to the manufacturer. A common composition for electrical work is 45 per cent tin and 55 per cent lead. The more lead above 38 per cent, the higher the melting point. Soft solders melt at $350^{\circ}$ to $t 00^{\circ} \mathrm{F}$ depending on the composition. Joining of this type is not suitable for assemblies requiring strength or for a situation in which vibration is likely to occur. Soft solder is often used to solder beryllium-copper fingers where high temperatures would ruin the temper. Other applications are the joining of small, light parts that do not require strength and are not subject to ribration.

Resistance and spot welding are very seldom used in the fabrication of microwave transmission lines and components. A method of soldering copper and copper-plated steel in a hydrogen atmosphere using various high-melting-point solders has been much used recently for the construetion of microwave tubes. It might well be applied to the ronstruction of other components as it is easy to use and gives excellent results. The process cannot be used for brass. Further details are given in Chap. 14 of Vol. 31 of this series.

## FINISHES AND ELECTROPLATING

Metallic transmission lines and components are often subjected to corrosive atmosphercs, to humidity, and to fungus growth. In tropical regions these agents may increase the attemuation in lines and components to such an extent that freunent replacement of parts is necessary if adequate protection has not been provided. The increase in loss is caused by the pitting of wall surfaces, the formation of lossy metallic compounds, and the flating of platings. Metallic surfaces may be protected by one or both of two processes: (1) nommetallic finishes, and (2) electroplating. These processes will be discussed in secs. 35 and $3 \cdot 6$, respectively. Section 3.7 is a discussion of testing procedures used for determining the corrosion resistance of conductors by the effert of corrosion on the clectrical loss in the wall whraces.
3.5. Nonmetallic Finishes.-Corrsion may be prevented with some success by two nonmetallic finishing processes: a chemiral surface treat-
ment, and a special varnish treatment. Both pruresses have been used successfully in field applications for protecting microwave transmission lines and components. The Ebonol process, an example of chemical surface treatment, consists of dipping the cleaned metallic part into a solution of Ebonol salts until a black oxide coating is formed. Ebonol "C," "S," "Z," and "A" salts are used, respectively, for blackening copper and its alloys, iron and steel, zinc and its alloys, and aluminum and its alloys. The Ebonol salts are produced and distributed by the Enthone Company of New Haven, Conn. The Ebonol "C" coating has proved satisfactory for corrosion protection of brass. However, the loss in brass transmission lines is increased slightly if the coating is too thick. The thickness of the coating can be controlled by the length of time the metal is submerged and can be judged by the color of the surface. Blackening is accomplished in from 3 to 5 min for pure copper and in from 10 to 25 min for copper alloys ranging from 70 to 80 per cent copper. When copper or brass lines or parts that have been soldered together are treated, the solder is not affected by the solution. Therefore, it is advisable to copper-plate the assembly after all soldering has been done and before using the blackening process. The Ebonol "A" process has also been used successfully for blackening and protecting aluminum. Bulletins are available from the Enthone Company which give details on cleaning surfaces and preparing the solutions.

The most satisfactory varnish coating investigated to date is a phenol formaldehyde varnish, developed by E. I. du Pont de Nemours and Company. This varnish is prepared by mixing two parts by volume of their VGT-1112 varnish with one part by volume of T-8802 thinner. It is applied to a chemically or electrically cleaned surface by spraying or dipping. The coated surface is then baked for 20 min at $340^{\circ} \mathrm{F}$. A smooth hard finish is produced which is very adherent and which provides very good corrosion protection. The varnish when baked too long becomes brittle and changes to an opaque dark color instead of a transparent yellow. When it is baked ton long or at too high temperatures the adhesion is poor, and cracks appear which impair the corrosion protection.

The varnish-coating process can be applied to any metallic surface or combination of metallic surfaces in one component. The Ebonol process requires a different solution for each metal. Where silver-plating is done to obtain optimum conductivity, the varnish coating may be applied over the plating. Both finishes give protection from the corrosive action of fungus growth. The protection against fungus growth is due not to a chemical which kills fungi but to the fact that fungi cannot live on the contents of either finish.
3.6. Electroplating.-Plating of waveguide, coaxial line, and other microwave line components has been, until recently, the accepted proce-
dure for corrosion protection. It has been known, however, for many yeárs that under outdoor weathering conditions most electroplated deposits show a very high percentage of failures. Porosity of the electroplated deposits has been one of the chief contributing factors. Plated deposits such as zinc, cadmium, nickel, chromium, and more recently antimony, have been successful in some outdoor applications. To achieve satisfactory results with respect to corrosion, very stringent specifications must be set up for the plating process. Deposits of electroplated nickel 0.001 to 0.003 in.'thick have high corrosion resistance when carefully prepared. Chromium is tarnish-resistant under ordinary conditions but will fail rapidly in the presence of chlorides. Because chromium plating is also highly porous, it is necessary to protect the base metal with 0.001 to 0.002 in. of nickel. Gold is highly corrosion-resistant but the cost of deposits of suitable thickness prohibits its extensive use. In general, it is not easy to electroplate thick deposits of the platinum metals. Their cost is also a factor in limiting their use.

Silver and copper are the most desirable plating materials from the microwave standpoint because of their high electrical conductivity. Since, however, these metals corrode or tarnish under outdoor weather conditions, they may profitably be protected with thin coats of low-loss varnish or the Ebonol finish. A thin "flash" plating of a noncorroding metal like palladium, described later in this section, offers good protection.

Porous electroplated deposits are objectionable not only because the rough surfaces increase the attenuation but also because the porosity greatly decreases the protection against corrosion. The pores allow solutions to produce, at the junction of the dissimilar metals, electrolytic action that may result in highly accelerated corrosion. In general, contacts between metals at the extremes of the electrochemical series are undesirable because of the large potential differences set up between them.

Because of its high electrical conductivity, silver plating has often been used on microwave transmission components. Copper has about the same electrical conductivity as silver but it corrodes very rapidly. Considerable success has been achieved in obtaining nonporous silverplated deposits. These results have been achieved, however, under ideal laboratory conditions. The degree of control necessary to produce nonporous silver deposits is too exacting for general commercial practice. It should be kept in mind that in ordinary decorative silver plating 15 or more individual steps are necessary to produce a smooth, adherent surface. To minimize porosity and maximize electrical conductivity a number of additional and very exacting controls must be imposed upon the usual plating process. Not only is it necessary to exercise a very precise and elaborate control over the actual plating process, but it is also essential to select and prepare carefully the metallic surfaces that are to be
plated. Heterogeneity in chemical composition and roughness of the base-metal surface are the major factors that produce low-quality electroplated deposits. The subject of nonporous plating is treated with some thoroughness in the literature on electroplating; therefore only the aspects of the problem of porosity that influence the electrical conductivity of the wall surface at microwave frequencies will be mentioned here. At such frequencies, a plated film of the usual thickness ( 0.0005 to 0.001 in .) carries practically all of the electric current. Therefore, the effective electrical conductivity of a conductor plated with a metal of high conductivity is a maximum when the surface is perfectly smooth and nonporous (see Sec. $3 \cdot 1$ ). Buffing of a silver deposit by an experienced


Fig. 3.2.-Skin depth in metallic conductors at microwave frequencies.
operator greatly reduces the porosity and smooths the surface, but, on the other hand, buffing compound may be incorporated into the silver deposit with a resulting reduction of electrical conductivity. Ball burnishing, when properly controlled, produces a smooth silver surface of low porosity, and it has little tendency to contaminate the plate. Both burnishing and buffing tend to produce a dense deposit, but, at the same time, they produce some strain as the result of cold-working of the surface. Excessive cold-working of a silver deposit tends to reduce the electrical conductivity. The strain induced by cold-working may be released by heattreating the plate at approximately $200^{\circ} \mathrm{C}$ to induce recrystallization of the silver. Heat-treating may also be utilized to release crystallization strain in freshly electroplated deposits, and thus to increase the electrical conductivity.

Theoretically, a highly conductive plating on a low-conductivity base metal increases the effective conductivity of the metallic wall in accordance with the curves shown in Fig. 3.3. The attemation approximates, that of a metallic wall made of the highly conductive metal if the plating thickness is equal to, or greater than, a skin depth. Figure $3 \cdot 2$ is a curve showing the skin depths for seven common metals, plotted against the free-space wavelength. The attenuation in the walls of a waveguide or


Fig. 3.3.-Attenuation in plated conductors. The relative attenuation $\alpha$ is the ratio of the attenuation of the combination to the attenuation of the base metal.
coaxial line is proportional to the real part of the impedance looking into the wall. This impedance, for a good conductor plated with another conductor, may be determined from the characteristic impedances $Z_{2}$ and $Z_{1}$ of the metals, the reflection coefficient between layers, and the propagation function $\gamma_{1}$ in the metallic plating. These quantities are given [see Eq. (2•132)] by

$$
\left.\begin{array}{ll}
Z_{2}=\sqrt{\frac{j \omega \mu_{2}}{\sigma_{2}}}=(1+j) \sqrt{\frac{\pi f \mu_{2}}{\sigma_{2}}}, & \text { (a) }  \tag{3}\\
Z_{1}=\sqrt{\frac{j \omega \mu_{1}}{\sigma_{1}}}=(1+j) \sqrt{\frac{\pi f \mu_{1}}{\sigma_{1}}}, & \text { (b) }
\end{array}\right\}
$$

$$
\begin{align*}
\Gamma & =\frac{Z_{2}-Z_{1}}{Z_{2}+Z_{1}}=\frac{\sqrt{\sigma_{1}}-\sqrt{\sigma_{2}}}{\sqrt{\sigma_{1}}+\sqrt{\sigma_{2}}}  \tag{4}\\
\gamma_{1} & =j \omega \sqrt{\frac{\mu_{1} \sigma_{1}}{j \omega}}=(1+j) \sqrt{\pi \mu_{\mu_{1} \sigma_{1}}}=\frac{1+j}{\delta_{1}} \tag{5}
\end{align*}
$$

where $\delta_{1}$ is the skin depth in the plating; $\gamma_{1}, \sigma_{1}$, and $\gamma_{2}, \sigma_{2}$ are the propagation functions and electrical conductivities of the plating and the base metal, respectively. The wavelength in the plating is

$$
\begin{equation*}
\lambda_{1}=\frac{2 \pi}{\operatorname{Im}\left(\gamma_{1}\right)}=2 \pi \sqrt{\frac{2}{\omega \mu_{1} \sigma_{1}}} ; \tag{6}
\end{equation*}
$$

hence the phase shift in the plating metal is $d / \lambda_{1}$, where $d$ is the plating thickness.

The impedance looking into the surface of a plated metallic conductor may be calculated from the usual impedance transformation equation ${ }^{1}$

$$
\begin{equation*}
Z=\frac{\gamma_{1}}{\sigma_{1}} \frac{\sinh \gamma_{2} d+\frac{\gamma_{2} \sigma_{1}}{\gamma_{1} \sigma_{2}} \cosh \gamma_{1} d}{\cosh \gamma_{1} d+\frac{\gamma_{2} \sigma_{1}}{\gamma_{1} \sigma_{2}} \sinh \gamma_{1} d} . \tag{7}
\end{equation*}
$$

Figure 3.3 shows curves of relative attenuation in a plated conductor, in terms of the attenuation in a solid conductor of the base metal, ploted against the plate thickness in skin depths. The curves were calculated from Eq. (7) and checked by the impedance-chart method. Figure 3.2 was calculated from Eq. (1). Both figures are based on the assumption that the surfaces are smooth and nonmagnetic. The theoretical curves of Fig. $3 \cdot 3$ have not been checked experimentally because of the difficulty in measuring plating thickness and because of the porosity of plated films. However, experiments at Pratt Institute in Brooklyn and at Radiation Laboratory, in which silver was plated on brass, indicated that a thickness much greater than the skin depth is required to obtain a silver-plated wareguide with a loss comparable to that of a pure silver waveguide. ${ }^{2}$ Since all platings are somewhat porous, it is advisable to use a plating thickness several times greater than a shin depth if the plating has to form the conducting film.

The most effective highly conductive plating combination used so far in the manufacture of microwave lines and components is a combination of palladium and silver developed by the Spery Gyroscope Company.
${ }^{1}$ Ramo and Whimary, Fields and Waves in Motern Radio, Wiley, New York, 1944, p. 217.
ak. M. Walker, "X-Band Wavequide Comosion Proofing." RLL Report No. S-29, Oct. 6, 1944; T. (. Dixon, "Protection of I.F. Transmission Lines," Pratt Institute Report P.I.-N-I, July 31, 1945.

A flash plating of palladium is applied to the brass or copper base metal, which leaves a film for protection against corrosion of the base metal. The palladium flash is followed by a silver plating which appears to be less porous than a silver plating deposited directly on brass or copper since it gives a lower attenuation. This silver plating is made thick enough to form a good conductive skin (at least 0.0006 in . at 3.0 cm ) and is followed by another flash coating of palladium for its protection. Since the conductivity of palladium is about one quarter that of silver this final flash coating must be much thinner than a skin depth if increased loss is to be avoided. From Fig. 3.3 we note that a flash thickness of one-fifth skin depth of palladium on silver increases the attenuation by only about 7 per cent, whereas the attenuation is doubled by a full skin depth.
3.7. Corrosion Tests and Measurements.-Corrosion tests are usually made in a test chamber into which is sprayed a fine mist containing the corrosive elements and compounds. The solution to be sprayed may be made up in the approximate proportions to simulate actual ouddoor weather conditions in a particular locality, or it may be concentrated with particular compounds to speed up the corrosive action. The action in either case is much faster than under outdoor weather conditions because all parts are exposed continuously to the spray. The outdoor weathercorrosion rate is variable depending upon location and exposure.

Table 3.3.-Composition of Salt Spray, AN-qQ-S-91

| Metal chloride | $g$ per 1 of $\mathrm{H}_{2} \mathrm{O}$ | Pereentage |
| :---: | :---: | :---: |
| NaCl . | 28 | 2.8 |
| KCl | 0.8 | 0.08 |
| $\mathrm{CaCl}_{2}$. | 4.0 | 0.4 |
| $\mathrm{MgCl}_{2}$ | 4.0 | 0.4 |
| Others. |  | 0.8 |

Ordinary rain water eontains; oxygen, nitrogen, carbon dioxide, oxides of sulfur, oxides of nitrogen, ozone, hydrogen, sulfides, and ammonia. In industrial areas the concentration of carbonic and sulfurous acids may run very high. Over the sea and in adjacent regions the concentration of salt may be very high. As a result of the wide range of weather conditions encountered in outdoor use of microwave transmission lines and components, corrosion testing can provide only a comparison of the corrosion rates of various metals under similar conditions.

The degree of corrosion of various metals may be determined by measuring the loss of samples of waveguides or coaxial lines before and after corrosion. The salt-spay test for corrosion of electroplated deposits is the generally accepted method. Although salt-spray testing has been used for many yars, the method is subject to considerable criticism
because of lack of reproducibility of the tests. Therefore considerable caution must be exercised in comparing the results of tests made in different chambers or at different times in the same salt-spray test chamber. The rate of corrosion in any given chamber will vary widely depending upon the location and position of the test piece in the chamber. If the temperature of the chamber and the concentration of the salt solution are not controlled, even wider variations in results may occur. For best

Table 34.--Cohmenton Trist Iata on Plated ano Surface-coaten Waveghide

| Waveguide base metal and plating or surfare roating, mils* |  | Loss <br> after <br> plating <br> or coating, $d b / \mathrm{m}$ | Joss after $200-\mathrm{hr}$ salt spray, db/m | Where measured |
| :---: | :---: | :---: | :---: | :---: |
| 70-30 brass | Cuflash, $0.1 \mathrm{Ni}, 0.15 \mathrm{Ag}$. | 0.16 | 0.21 | Radiation Laboratory |
|  | Cu Hash, $0.1 \mathrm{Ni}, 0.3 \mathrm{Ag}$ | 0.14 | 0.33 | Pratt Institute |
|  | $0.1 \mathrm{Ni}, 0.3 \mathrm{Ag}, \mathrm{Pd}$ flash. | 0.32 | 0.36 | Radiation Laboratory |
|  | $0.1 \mathrm{Ni}, 0.3 \mathrm{Ag}$ | 0.17 | 0.29 | Pratt Institute |
|  | $0.1 \mathrm{Ni}, 0.3$ Au. | 0.19 | 0.26 | Pratt Institute |
|  | $0.5 \mathrm{Ag}, 0.2 \mathrm{Alı}$. | 0.25 | 0.31 | Pratt Institute |
|  | $0.3 \mathrm{Ag}, \mathrm{l} \mathrm{d}^{\text {d flash. }}$ | 0.15 | 0.23 | Radiation Laboratory |
|  | Pd Hash, 0.6 Ag, 1d Hash | 0.14 | 0.28 | Pratt Institute |
|  | Pd ftash, $0.3 \mathrm{Ag}, \mathrm{Pd}$ flash. | 0.13 | 0.16 | Radiation Laboratory |
|  | 0.3 Ag . | 0.19 | 0.22 | Pratt Institute |
|  | Heary Ag plate | 0.12 | 0.18 | Pratt Institute |
|  | 0.16 Al 1. | 0.29 | 0.40 | Pratt Institute |
|  | 0.3 (d. | 0.21 | 0.30 | Radiation Laboratory |
|  | Cu Hash, 0.3 Ag, 0.1 (\%d. | 0.20 | 0.25 | Radiation Laboratory |
|  | Ebonol coating | 0.26 | 0.26 | Radiation Laboratory |
|  | Fbonol roating. | 0.29 | 0.30 | Pratt Institute |
|  | Phenol formaldehede 1.0 . | 0.26 | 0.26 | Radiation Laboratory |
|  | Phenol formaldehyde 1.0 | 0.28 | 0.30 | Pratt Institute |
| Aluminum 25 | Anodized | 0.15 | 0.41 | Radiation Laboratory |
|  | Silver plated | 0.23 | 7.40 | Radiation Laboratory |

* Coathigs or plating listed in the order of thenir deposit.
results all specimens should be run at the same time and transposed at regular intervals.

Various combinations of metallic platings and nonmetallie coating, were included in a series of tests to find a method of protecting waveguide from corrosion and to determine the relative resistance of the surfaces to corrosion and fungus growth. These tests were made at Radiation Laboratory and at Pratt Institute in Brooklyn. The samples were pieces of tubing, $\frac{1}{2}$ by 1 in . OD, with $0.050-\mathrm{in}$. wall, 1 m long. The rela-
tive resistance to corrosion was determined by measuring the attenuation of each sample at a frefuency of $9000 \mathrm{Mc} / \mathrm{sec}\left(\lambda_{0}=3.33 \mathrm{~cm}\right)$ before and after exposure to a $200-\mathrm{hr}$ salt spray. The salt-spray test chambers were operated according to Army-Nayy Aeronautical Sperification AN-QQ-S-91, which refuires the composition of spay given in Table 3.3. Results of these tests are tabulated in Table 3•4. Most of the samples tested were plated by commercial establishments according to their own control. These methods are trade secrets in most cases; therefore the results only indicate what may be expected in commercially plated waveguides.

## DIELECTRIC MATERIALS

3.8. Uses and General Requirements.- Many dexjgn rectuirements for microwave transmission lines and compenents make dielectric materials desirable for the following uses:

1. Mechanical support of center conductors for coaxial lines.
2. Pressure sealing of coaxial and wavequide lines, resonant cavities, and other components.
3. Impedance-matching, slugs in slug tuncris, ete.
4. Power absorption in line terminations.
5. Sealing pores in other materials.

Design procedures for coavial head supports, pressure windows, and shg tuners are discussed in Secs. $4 \cdot 3,4 \cdot 18$, and 8.5 , respectively, Line terminations are disenssed in $\backslash$ ol. 23 of this series.

The requirements for electrical and mechanical characteristics of dielectric materials for the uses just listed are variod. Boad supports, pressurizing units, and impedance-matching units reduire dielectric materials with low dielectric constants and low-power factors as well as good mechanical strength and heat resistance. Thermal expansion coefficients are very important in the design of pressure windows. Sperial mixtures of glase and polystyrene that have expansion coefficients approximately equal to the expansion coefficient of brass were deroloped at M.I.T. The material called "polyglas" an be molded into intricate shapes and remented into wareguide and coaxial lines to form a pressure seal over wide temperature ranges. Special typer of glass are seated to Kovar or Femico for resonant-aperture preswrizing windows as mentioned in Sec. $3 \cdot 3$, (see also Sec. $4 \cdot 19$ ).

Moisture aborption, oxidation, and fungi are the ehief enemies that destroy the good electrical properties of diclectric materials, thanthed moisture even in rery small quantitios appereciably inereases dielectric loss at mierowave frequencies. To combat this effert in trepical regions,
${ }^{1}$ A. Von Hippel. S. M. Kingehurg, and L. (. Wosent. "Low Jxpansion Pasties," NDR(' Report 14-539, M.I.T., Sow 1945. A. Vom Hippel, "Tablas of Jichentrie Materials." NDRC Report $14-425$, M.I.T., Jume 194.5
small amounts of paraffin or certain silicones have been incorporated into some materials during manufacture. It was found that 0.2 per cent of paraffin is effective in minimizing moisture absorption in polystyrene, but larger amounts of paraffin produce scarcely any further improvement. laraffin alone is only mildly effective in reducing the moisture absorption of polystyrenc-glass mixtures, presumably because water is strongly adsorbed on the glass surface. In this case, the addition of 0.1 per cent of a silicone (bow Corning Ignition Sealing Compound No. 4), which is preferentially adsorbed on glass, has proved an effective remedy. The best results are obtained when both paraffin and the silicone are added. Oxidation also increases the loss of dielectric materials at microwave frequencies. Oxidation occurs most readily during the molding or casting operation and can be minimized by careful control of the molding temperature.

Materials with a high-power factor and low dielectric constant are used for line terminations. Graphite or a specially prepared form of iron is often used for the lossy material. Graphite is mixed with Portland Cement or X-pandotite Cement made by the Dixon Crucible Company of Jersey City, J.J.; and specially prepared iron is suspended in very fine particles in a ceramic or bakelite filler to form a material, polyiron, much used as a core material in r-f transformers. One source of this material is Henry L. Crowley and Company, Inc., of West. Orange, N.J. The resulting mixture in either case is a poorly conducting medium, which can be cast into a section of transmission line to absorb the electromagnetic power. Since both materials are quite porous, they absorb enough moisture to change their characteristics considerably. Therefore, it is necessary to seal the pores with silicone liquids or similar materials to keep out moisture.
3.9. Characteristics of Dielectric Materials.-Many low-loss plastics were developed during World War II, but relatively few have been used extensively in microwave transmission-cireuit design because of failure to meet the requirements outlined previously in this chapter. Electrical and mechanical characteristics of the most widely used dielectric materials are given in Table $3 \cdot 5$. The specific dielectric constant $k_{c}$ and loss factor $\tan \delta$ are given for each material at three wavelengths in the microwave region.

The complex dielectric constant of a medium is expressed as

$$
\epsilon=\epsilon^{\prime}-j \epsilon^{\prime \prime},
$$

in $E\left(q .(2 \cdot 90)\right.$. In the table, $k_{e}=\epsilon^{\prime} / \epsilon_{0}$ and $\tan \delta=\epsilon^{\prime \prime} / \epsilon^{\prime}$ where $\epsilon_{0}$ is the permittivity of free space. The ralue of $\epsilon^{\prime \prime} / \epsilon^{\prime}$ is often called the loss tangent or power factor and the loss in the dielectric material can be calculated from it (Sec. 2•5).

Table 3.5.-Electrical and Mech
All values given for room temperature,


[^14]anical Properties of Dielectrics*
$25^{\circ} \mathrm{C}$; wavelengths refer to free space

| Heat distortion temperature $T$ dis, ${ }^{\circ} \mathrm{C}$ | Thermal conductivity $\sigma_{t_{1}}$ $\mathrm{Ca} / \mathrm{cm}^{2} \mathrm{Sec}$ рег ${ }^{\circ} \mathrm{C} / \mathrm{cm}$ | Thermal expansion coefficient $\alpha_{i}$. parts $/{ }^{\circ} \mathrm{C}$ | Molding methods | Machinability | $\left\|\begin{array}{c}\text { Moisture } \\ \text { absorp- } \\ \text { tion, per- } \\ \text { centage } \\ \text { weight } \\ \text { at } 90 \% \\ \text { bumidity }\end{array}\right\|$ | Remarks and uses |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} 703 \\ 710 \\ 746 \\ 1450 \\ 819 \end{array}$ | $\left\|\begin{array}{l} 20-30 \times 10^{-4} \\ 27 \\ 27 \\ 20-30 \\ 20-30 \end{array}\right\|$ | $\begin{aligned} & 0.46 \times 10^{-5} \\ & 0.47 \\ & 0.31 \\ & 0.08 \\ & 0.33 \end{aligned}$ |  | $\begin{aligned} & \text { No } \\ & \text { No } \\ & \text { No } \\ & \text { No } \\ & \text { No } \end{aligned}$ | . 3. $\cdots$ | Seals to Kovar Mo.W. Seals to Kovar Mo.W. Seals to tungsten Seals to tungsten Seals to tungsten |
| 86.7 |  | 1.66 | Compression | Poor | 0.07 | Pressure windows |
|  |  | 2.10 | Comp. | Poor | nil |  |
| 112.6 |  | 1.74 | Comp, and inj. | Poor | 0.06 | Pressure windows |
| 150.0 |  | 1.30 | Comp. | Poor | 3.67 |  |
| $\begin{gathered} 77-8.3 \\ 82 \end{gathered}$ | $\begin{aligned} & 1.8-2.0 \\ & 1.8-2.0 \end{aligned}$ | (G.5-7.6 | $\begin{aligned} & \text { Comp.,inj., extr. } \\ & \text { Comp,, inj. } \end{aligned}$ | Good Good | $\left.\begin{array}{r} 0.00 \\ \text { nil } \end{array}\right)$ |  |
| $\begin{gathered} 74-88 \\ 76 \end{gathered}$ | $\begin{aligned} & 1.8-2.0 \\ & 1.90 \end{aligned}$ | $\begin{aligned} & 0.6-0.8 \\ & 6.0-8.0 \end{aligned}$ | Comp., inj., extr. Cast and comp. | Good Good | $\left.\begin{array}{l}0.40 \\ 0.06\end{array}\right\}$ | Beads for coaxial lines |
| 76 | 1.90 | $6.0-8.0$ | Cast, comid., inj. | Good | 0.06 |  |
| 113 |  |  | Cast, comp., inj. | Good | 0.03 |  |
| 95-105 | 15.00 | 25 | Comp. and extr. | Goor | 0.03 | Flexible cables |
| $\begin{aligned} & 95-105 \\ & 95-105 \end{aligned}$ | $\begin{aligned} & 10.30 \\ & 10.30 \end{aligned}$ | $\begin{aligned} & 19 \\ & 19 \end{aligned}$ | Comp., inj., extr. Comp., inj., extr. | $\begin{aligned} & \text { Good } \\ & \text { Good } \end{aligned}$ | $\begin{aligned} & 0.03 \\ & 0.025 \end{aligned}$ | Flexible cables <br> Flexible cables |
|  |  | 96.8 | Fluid 200 es | $\ldots$ | 0.1 | Sealing and Iubrication |
|  |  | 160 | Fluid 0.65 cs | $\cdots$ | nil | Sealing and lubrication |
|  |  | 63 | Light grease |  | nil | Sealing and lubrication |
| 1350 |  |  | Die-presa and firing | No |  | Delay lines |
| 1225 |  |  | Comp. mold | No | 0.3 | Insulator |
| 1000 |  | 0.77 | Die-press | Poor |  | Insulator |
| 66 | 4.82 | 9 | Machining | Coma | 0.00 | Cbem. resistant |
|  |  |  |  | Gond | 0.1 | Subst. for polystyrene |
| 100 |  |  |  | Good | Low | Subst. for polystyrene |
| 62-65 | 4.00 | 5.9 | Compl, extr., inj. | Poot | 0.04 | Flexible seals |
|  | 18.00 |  |  |  |  | Mica windows |
|  | 13.70 | 0.80 | Comp. | Fitir | 0.003 | Sulsstitute for mica |

14-425, June 1945.
$\ddagger$ Estimated values.

The dielectric constant of a dielectric material and the loss in it are produced by contributions of three molecular mechanisms, ${ }^{1}$ namely: (1) electronic and atomic polarization, (2) orientation of permanent dipoles, (3) ionic or electronic conduction.

1. Polarization is the response of the charge carriers in a dielectric medium to an applied electric field. These carriers may be locally bound, as electron clouds are bound by the change of a nucleus, or as ions are bound in crystal structures. An exterior field in this case displaces the positive charge carriers slightly with respect to the negative ones, thus producing dipole moments by "electronic" or "atomic" polarization. This "induced" polarization has its resonance frequencics in the optical range. At high clectrical frequencies and up to optical frequencies approaching the resonant value, the displacement of charge follows closely the applied field so that the resulting current is out of phase with the field. This behavior produces no loss but leads to a frequency-independent contribution $k_{\epsilon 1}^{\prime}$ to the dielectric constant and to a corresponding contribution $n_{1}=\sqrt{k_{e 1}^{\prime}}$ to the index of refraction. This contribution to $k_{a}$ depends on temperature only because the number of molecules per cubic centimeter varies with temperature. This change in $k_{e 1}^{\prime}$ due to temperature is approximately given by

$$
\begin{equation*}
\frac{\Delta k_{\epsilon 1}^{\prime}}{k_{e 1}^{\prime}}=\left(k_{e 1}^{\prime}-1\right)\left(k_{\epsilon 1}^{\prime}+2\right) \alpha t, \tag{8}
\end{equation*}
$$

where $\alpha$ is the thermal expansion cocfficient given in Table $3 \cdot 5$. For most dielectrics the temperature effect is small (about . 05 per cent per ${ }^{\circ} \mathrm{C}$ ).
2. In addition to the induced dipoles, there exist in many molecules permanent dipoles produced by the difference in electron affinity of their atoms. Such dipoles tend to produce polarization by orientation of the molecules in the applied field. Gas molecules are free to rotate with little restraint; therefore they follow the field more or less instantaneously. Resonance frequencies are found in the infrared, but for heavy molecules they extend into the microwave range. In liquids and solids, however, the freedom of rotation is normally impeded by the interaction of the neighboring molecules. The resonance phenomenon degenerates into an aperiodic orientation under high friction, which is very temperature-sensitive. The orientation of permanent dipoles appears pronounced in the fre-
${ }^{1}$ A. Von Hippel, "Tahles of Dieleetric Materials," Vols. I and II, ADre Reports 14-237 and 425, M.I.'T., Feh. 1944, and June 1945. A. Von Hippel and R. G. Breck"nridge, "The Interaction Between ILlectromagnetic Fields and Dieleetric Materials," NDRC Report 14-122, M.I.'T., Jan. 1943.
quency characteristics of many materials. Its principal feature is that, with increasing frequency, the dipoles begin to lag more and more behind the field; that is, their contribution to the dielectric constant decreases, and the loss tangent or power factor increases to a maximum and decreases again as the dipole effect dies out. If only one dipole type is present, orientating itself in a viscous medium without mutual interaction, the electrical behavior of the dielectric can be represented by a simple $R C$-circuit. After removal of the field, the polarization would die down exponentially with a "relaxation time" $\tau$. The dielectric constant should decrease to about 0.2 of its maximum value in one decade of frequency increase. With increasing temperatures the viscosity decreases, the refaxation time shortens, and the whole dispersion region moves to higher frequencies. Most dielectrics, especially plastics, contain dipoles of many types; and each dipole, because of the varying location of neighboring molecules, finds itself in slightly different surroundings. Therefore, a wide distribution of relaxation times exists, and the $k_{e}$ and $\tan \delta$ curves are flattened out. This condition is present in most of the dielectries given in Table 35 . Plasticizers inevitably lower the relaxation times in polymers and thereby shift the loss maximum to higher frequencies.
3. The last contribution to $k_{e}$ and $\tan \delta$ is the ionic or electronic conduction, which has a small effect in the materials listed in Table 3.5 . This effect, caused by the migration of electrons or ions through the material, produces a frequency-independent conductivity and a contribution to the loss tangent inversely proportional to the frequency. If the electrons or ions, after migrating over some distance, are stopped-as, for instance, at the boundary of a carbon particle embedded in rubber-a field distortion results. To the observer this gives the impression of a high dielectric constant. Dielectric constant and loss in this case are frequency-dependent and influenced fundamentally by the nature and distribution of the conducting particles. It is, therefore, important to keep dielectric materials free from such particles and also to prevent carbonizing of their surfaces by too much heat during the molding process. Fillers are often polar (wood flour) or poorly conducting (carbon black) and thus may increase tan $\delta$.
3.10. Construction of Dielectric Parts.-Dielectric material for the construction of parts is usually fumished by the manufueture in a powder form. This powdered material is then polymerized and formed into various shapes by heating the material in a mold until polymerization of the liguid material in the mold is complete. The temperature, curing
time, and pressure requirements should be obtained from the producer of the raw material as they are critical for some materials. Construction techniques for dielectric parts are divided into five general classes: (1) compression molding, (2) transfer molding, (3) injection molding, (4) extrusion molding, (5) casting.

Compression molding is the simplest of the forms of plastic molding which use heat and pressure. The powdered material is poured into a cavity into which a closely fitted piston descends, compressing the powder while it is hot into the cavity. The piston is then withdrawn, leaving the finished part, which is pushed out by an ejection pin, and the cycle is repeated. The temperature and pressure used must be correct for the material and must be properly controlled. Only one piece in each cavity is made in one cycle.

Transfer molding is a double-step compression method. The correct amount of powder is heated and pressed into a block of semisolid form, then transferred while hot to an adjoining cavity where it is further pressed and cured into the finished part. This method is used when the finished part has an irregular cross-sectional area or when it requires inserts that must be accurately positioned.

Injection molding is a continuous process accomplished with an automatic machine in which the molding powder is heated to a semifluid state and injected into the mold where the finished part is formed and removed automatically. Such a machine is expensive and requires skilled operators, but it does fast and accurate work.

Extrusion molding is used only for tubes, rods, and bars of continuous cross section. The powdered material is heated to a plastic state and slowly forced through a die of the required shape and size. The material hardens as it comes out of the die. Many plastic materials cannot be extruded.

Casting is the simple process of placing the material to be formed into a mold or container of the desired shape and curing the material, with or without heat, until it hardens. No pressure is used in this process.

Ceramic materials, such as porcelain, titanium dioxide, steatite, and Crolite are sometimes used in the construction of microwave transmission components. Titanium dioxide is used in delay lines because of its high dielectric constant and low loss. The other materials are used for crystal casings and, in mixtures with graphite and other lossy materials, for line terminations. Ceramic parts are made by the die-press method. The dry powder is mixed with water or any organic binder that dries out during heating. The mixture is put in a die of the desired shape and compressed, at room temperature, into a compact mass strong enough to be transferred to a furnace for baking. The baking temperatures range from $1000^{\circ}$ to $1600^{\circ} \mathrm{C}$ depending on the density required. Ceramic parts are
usually porous and require glazing to produce a surface. Glazing is a process of sealing the surface pores in the ceramic by applying suspensions of essentially low-melting glass and firing at suitable temperatures to melt the glaze and form an impervious coating.

The surface condition of finished dielectric parts is determined mainly by the surface of the mold in which it was formed. The metal used for the mold is very important when materials such as polyglas requiring high temperatures and pressures are to be molded. The polyglas materials are particularly difficult to mold because of the abrasive quality of the molding powder. In this case, the mold is made of very hard steel, polished and plated with chromium to prevent the molding powder from scratching the mold during the pressing operation of the compression- and transfer-molding processes. It is also advantageous to lubricate the mold with one of the silicone liquids or paraffin when molding materials such as polyglas. The lubricant not only lubricates the mold, allowing the material to be completely pressed into corners, but it also tends to fill in the surface pores of the part being formed, thereby making it moisture-proof. Pores in ceramics may also be sealed with silicone liquids or paraffin.

In designing dielectric parts of intricate shapes it is important in most cases to allow rounded corners and slight tapers in dimensions so that the finished parts may be removed from the molds without breakage. It is also advisable to limit the thickness of a molded part to a small value because most dielectric materials have very low heat conductivity and are therefore heated very slowly on the inside of a thick piece.

## PRESSURIZATION PROBLEMS

Pressurization of microwave transmission systems consists ideally of sealing the entire system, or separate units of the system, against air leakage to ensure constant pressure inside and to keep out moisture and water vapor. A decrease in the air pressure inside a transmission line or component decreases the maximum power that the unit will handle without voltage breakdown. Therefore, pressurization is essential, even under ideal weather conditions, for high-power systems at high altitudes. Damp weather and high-humidity conditions cause an increase in the loss of the system and a corrosion of metallic parts, which also increases the loss in the metallic walls. Moisture and high humidity encountered in tropical climates also promote the growth of fungi.

In actual practice ideal pressurization is not easy to attain. Small leaks are usually present, and it is difficult to design large lightweight parts that will stand the pressure differential encountered by high-flying aircraft. Therefore alternative methods have been used to control the pressure inside the system and keep out moisture. Two such methods have been developed:

1. Sealing the antenna feed and couplings as well as possible and leaving the small leaks to breathe very slowly. This method is used without a pump or relief valve on some shiphorne and ground installations. For airborne equipment in which this method is used, a relief valve must be provided which operates at the maximum allowable pressure in the system. In this case it is advisable that the modulator, the receiver, and the line constitute one pressurized containcr. For a given leakage rate, a decrease in the rate of change of pressure in the system will, of course, accompany this volume increase. This method permits a large amount of breathing under conditions of extreme pressure and the temperature changes encountered in airborne application, but it gives adequate protection in ground and shipborne applications. However, protection of individual units must be provided for shipment and storage
2. Sealing the antenna feed and couplings as well as possible and using an automatic pump to keep the inside pressure constant in spite of small leaks. The air taken in by the pump is dried by a chamber filled with silica gel and crystals of cobaltous chloride, which are a dull blue when dry but turn pink when saturated with moisture. This change in color is an indication that the chamber must be replaced or refilled. Replacement chambers are usually furnished as spare parts. The moisture may be removed from the saturated chamber by heating after the chamber is removed from the system. This method is very effective in both ground and airborne applications, but it is objectionable in airborne applications because the pump and associated equipment add weight to the system.

Pressurization of each unit or group of units by one of these two methods is necessary to protect the disassembled system during shipment and storage as well as during operation.

The most effective method for a specific application naturally depends on the amount of breathing permitted in the application and the minimum leakage attainable in the individual components of the system. The remainder of this chapter deals with the methods used in pressurizing the individual componerts and suggestions for improvements using new materials that show promise. Components requiring special sealing methods are (i) lines and couplings, and (2) rotating shafts and joints.
3.11. Sealing of Transmission Lines and Couplings.-Transmissionline output terminals of units are often sealed for protection during shipment. For this purpose, seals known as "pressurizing windows" have been used. Waveguide pressurizing windows of two types are discussed from the standpoint of electrical design in Sec. 4•22. The slug
type is made of polyglas which has a coefficient of expansion approximately equal to that of brass. The dielectric is molded into a solid piece of the correct dimensions and cemented into the waveguide to form a pressure seal. A very thin cement is required which will flow into a small clearance space of about 2 or 3 mils between the slug and the waveguide wall. Vinylseal cements ${ }^{1}$ NA 28-14 and T 24-9 thinned with acetone or toluene respectively have given the best results so far obtained. Two or three applications of the cement are usually required for a good pressure seal because the evaporation of the solvent tends to leave air pockets. When properly cemented the unit makes an airtight seal over a wide temperature range. One application of cement is sufficient for holding the slug in place and keeping out moisture and dirt during shipment. Coaxial lines may be pressurized by dielectric beads similar in design to the waveguide windows of the slug type. This design is illustrated in Fig. $4 \cdot 8$.

The resonant-aperture pressurizing window was developed and manufactured by Westinghouse. This window, as shown in Fig. 4•76, is made by sealing glass into a Kovar disk to form an airtight seal. The Kovar disk is then soft-soldered to a choke coupling to complete the operation. This seal will stand extreme pressures and temperatures.

Synthetic rubber rings are used in waveguide and coaxial couplings to pressure-seal the junctions. They are very simple in construction, as shown in Fig. $4 \cdot 44$. The rectangular groove that holds the doughnutshaped rubber ring is designed so that the rubber ring practically fills the groove when the two metallic parts are clamped together. The rubber ring must retain its elasticity over the temperature ranges encountered in the use of the system being designed.
3.12. Rotary-joint Pressure Seals.-Rotary-joint pressure seals have been the chief cause of leaks in pressurized systems. No completely satisfactory solution of the problem has been found because materials having the proper characteristics have not been developed. Several designs have been used, however, with a fair degree of success.

To meet the restrictions usually encountered in the operation of a rotary joint, the rotary seal must: (1) operate at speeds up to 3000 rpm ; (2) operate over a temperature range from $70^{\circ}$ to $-50^{\circ} \mathrm{C}$; (3) impose low frictional torque; (4) require small spare; (5) be easily reproducible; (6) operate continuously.

The following types of rotary seal have been recommended: (1) the synthetic-rubber-lip type, (2) the Sealol type, (3) the bellows type.

The synthetic-rubber-lip scal, developed at Radiation Laboratory and manufactured by Graton and Knight ${ }^{2}$ has proved to be the most economi-

[^15]cal and dependable of the three types. Figure $3 \cdot 4 a$ shows the construction of the rubber-lip seal. The rubber is held firmly in the outer housing in such a way that pressure on the high-pressure side tends to tighten the seal on both the rotating shaft and the outer housing.

This type has the advantages of extremely low cost and very small space requirement. The rubber rings are readily interchangeable; thus the unit is easily serviced. Test samples have run continuously for months without excessive air loss; a loss of $1 \mathrm{in}^{3}{ }^{3}$ in 2 hr at an internal pressure of $15 \mathrm{lb} / \mathrm{in} .^{2}$ is not considered excessive. The torque required is 1 to $2 \mathrm{lb}-\mathrm{in}$. for a $1-\mathrm{in}$. shaft seal holding $15-\mathrm{lb}$ pressure. The lip must be thick enough to ensure accurate trimming, and the angle of slope should be as small as practicable for low torque. The metal housing ring should have appreciable grooves and should be nickel-plated to achieve a satisfactory bond to the rubber. The housing ring should provide support at the rear of the seal for maintenance of low torque.

The rubber used in the rubberlip seal is very important. Graton and Knight Formula 93, a Hycar base preparation, is recommended. Results of tests on many types of rubber indicate a stress-deformation hysteresis period inversely proportional to the temperature. Even though the rubber samples
Fig. 3.4.-Rotary-joint pressure seals. themselves are flexible down to $-70^{\circ} \mathrm{C}$, the stationary sealing limit is about $-50^{\circ} \mathrm{C}$ and, with the shaft rotating, the limit is $-20^{\circ} \mathrm{C}$. Therefore, for very low temperatures, electric heaters are required for seals made of this compound.

The Sealol type of rotary seal illustrated in Fig. $3 \cdot 4 b$ utilizes a carbon cylinder sealed by a rubber packing to a stationary member running against a lapped steel shoulder on the rotating member to form the seal. The success of the design depends upon the finish of the carbon and steel mating surfaces-a fact that makes manufacturing tolerances critical. The carbon must be nonporous and the contact.surface smooth and round.

Morganite $\mathrm{MM}_{1}$ and $\mathrm{MM}_{2}$ made by the Morgan Brush Company of Long Island City, N.Y., or Graphitor No. 35 and No. 39, made by the U. S. Graphite Company of Saginaw, Mich., are recommended for Sealol rotary seals when used with hardened tool steel. Speed is no problem except for temperature rise with dry operation. At 3500 rpm this rise over ambient temperature is about $70^{\circ} \mathrm{C}$ for a $1-\mathrm{in}$. shaft. The torque requirement for a $1-\mathrm{in}$. shaft seal at a gauge pressure of 15 lb is 2 to $5 \mathrm{lb}-\mathrm{in}$. After a 10 - to $20-\mathrm{hr}$ run-in period at 2000 rpm required to lap the surfaces, the leakage can be brought down to $1 \mathrm{in} .^{3}$ in 20 hr at $15 \mathrm{lb} / \mathrm{in} .^{2}$

Bellows seals as shown in Fig. $3 \cdot 4 c$ are less reliable because they have mechanical flexibility, require more room, and require the same precise manufacturing as the Sealol type. The fact that the seal utilizes a carbon or bronze foreplate, bearing against a lapped steel shoulder, makes its operation independent of temperature.

The success of either type depends on the characteristics of the sealing material. No material that has been tried has given a completely satisfactory seal; however, new developments in the field of plastics may offer solutions to the sealing problem.

New silicone rubber developed by Dow Corning Corporation and General Electric appears to offer a possible solution to the low-temperature problems of the rubber-lip seal. Silicone rubber retains its elasticity at very low temperatures.

Another new material, developed by E. I. du Pont de Nemours and Company, appears to have promising possibilities for use in all types of seals. The new material, known as "Tefion" and designated by du Pont as "Poly F-1114," is a soapy-feeling plastic that causes very little friction when rotated in contact with a machined metallic surface. It is not so pliable as rubber but has much better low-temperature characteristics. Teflon is also very resistant to chemical action and absorbs no moisture.

## CHAPTER 4

## RIGID TRANSMISSION LINES

By G. L. Ragan and Richard M. Walker

COAXIAL LINES
By G. L. Ragan
4.1. Factors Governing Choice of Dimensions.-The primary considerations in choice of rigid-line dimensions are high power-carrying capability and low attenuation. Mention of such other characteristics as maximum voltage between conductors, maximum impedance of resonant line, and minimum impedance of resonant line is frequently made. These considerations, which are of importance in some types of work, are rarely, if ever, considered important at microwave frequencies and still less often are considered important in microwave transmission lines. The consideration of maximum voltage may be useful in case the frequency is so low or the line so short that it contains considerably less than one-half wavelength. In this case the voltage on the line is essentially constant along its length regardless of impedance-matching and is of prime importance in the transfer of power. In microwave lines, however, this is almost never the situation. Such lines are usually much longer than one half wavelength so that the load impedance must match the line impedance if standing waves are to be avoided. It is in this matched condition that a given line carries maximum power to a load; high powercarrying capability therefore is calculated on this basis. The resonant impedance behavior of a coaxial line enters into certain resonator problems at microwave frequencies but not into the choice of dimensions for a transmission line.

In seeking the dimensions of a transmission line to obtain optimum performance with respect to some selected characteristic, the problem must be limited further in one of the following ways. One may seek those dimensions consistent with the restriction that only the fundamental $T E M$-mode be propagated at a given wavelength in the resulting line; this restriction sets an upper limit, in a certain manner, on the size of the line for a given wavelength. Or one may be limited for mechanical reasons to an even smaller line size. Usually, in this case, the limitation will be the diameter of the outer conductor.

The two primary factors, high power-carrying capability and low attenuation, will be considered now under these two types of limitation.

Maximum Power-carrying Canacity for a Given Wavelength.-The power being transmitted by a coaxial line in the absence of standing waves is given by Eq. (2.77),

$$
\begin{equation*}
P=\frac{E_{a}^{2} \sqrt{k_{e}} a^{2}}{120}-\ln \eta \tag{1}
\end{equation*}
$$

where $\eta=b / a$ is the diameter ratio of the conductors. The critical dimensions Lor cutoff of the second or $T E_{1 i n}$-mode are well approximated by the relation indicated in Fig. 222.

$$
\begin{equation*}
\lambda_{c} \approx \sqrt{k_{e}} \pi(a+b) ; \tag{2}
\end{equation*}
$$

therefore,

$$
\begin{equation*}
a \approx \frac{\lambda_{c}}{\pi \sqrt{k_{e}}(1+\eta)} . \tag{3}
\end{equation*}
$$

Substituting this value for $a$ in the above equation, one obtains

$$
\begin{equation*}
P=\frac{E_{a}^{2} \lambda_{c}^{2}}{120 \pi^{2}} \sqrt{\bar{k}_{e}}=\frac{\ln \eta}{(1+\eta)^{2}} . \tag{4}
\end{equation*}
$$

Normally one would operate at a wavelength slightly longer than cutoff. This effectively reduces $a$ in Eq. (3) by the desired wavelength factor and


Fig. 4•1.--Relative power-handing rapacity and loss length vs. diameter ratio for coaxiai line, at a given wavelength.
reduces $P$ in Eq. (4) by the square of this factor. The form of the equations is unchanged. Relative values of $P$ are plotted as a function of $\eta$ in Fig. 4.1. The maximum value of the last term, $\ln \left[\eta^{\prime}(1+\eta)^{2}\right]$, is found to be 0.0774 . This occurs when $\eta$ has the value 2.09 and means $Z_{0}=44 . t$ ohms for air-filled line. When numerical values are inserted, the maximum power is given by

$$
\begin{equation*}
P_{\text {max }}=6.53 \times 10^{-5} \frac{E_{a}^{2}}{\sqrt{k_{e}}} \lambda_{c}^{2}, \tag{5}
\end{equation*}
$$

and the corresponding conductor radii are

$$
\begin{align*}
a & =0.097 \frac{\lambda_{c}}{\sqrt{k_{e}}}  \tag{6a}\\
b & =0.215 \frac{\lambda_{c}}{\sqrt{\tilde{k}_{e}}} \tag{6b}
\end{align*}
$$

where $k_{e}=1$ for air, and a reasonable value for $E_{a}$ is $3 \times 10^{6} \mathrm{volts} / \mathrm{m}$ at breakdown. Hence, Eq. (5) becomes

$$
\begin{equation*}
P_{\max }=5.88 \times 10^{8} \lambda_{c}^{2} . \tag{7}
\end{equation*}
$$

For example, $\lambda=0.1 \mathrm{~m}$ gives

$$
\begin{aligned}
P_{\max } & =5.88 \quad \text { Mw, } \\
2 a & =1.94 \mathrm{~cm}(0.764 \mathrm{in} .)=\text { center conductor OD }, \\
2 b & =4.30 \mathrm{~cm}(1.692 \mathrm{in} .)=\text { outer conductor ID. }
\end{aligned}
$$

Minimum Conductor Loss for a Given Wavelength.-The attenuation in coaxial conductors may be written [slightly modifying Eq. (2.82)]

$$
\begin{equation*}
\alpha=0.04566 \sqrt{\frac{k_{\rho}}{\sigma \lambda}} \frac{1+\eta}{b \ln \eta} \quad \text { nepers } / \mathrm{m} . \tag{8}
\end{equation*}
$$

Applying the same limit as above to the size of conductors at a given wavelength, we find that

$$
\begin{equation*}
b=\eta a=\frac{\lambda_{c}}{\pi \sqrt{k_{e}}} \frac{\eta}{1+\eta} \tag{9}
\end{equation*}
$$

If this value of $b$ is substituted in the previous equation, the result is

$$
\begin{equation*}
\alpha=0.1435 \frac{k_{e}}{\sqrt{\sigma} \lambda_{c}^{3_{2}^{2}}} \frac{(1+\eta)^{2}}{\eta \ln \eta} \quad \text { nepers } / \mathrm{m} . \tag{10}
\end{equation*}
$$

Relative values of loss length, the reciprocal of $\alpha$, are plotted against $\eta$ in Fig. $4 \cdot 1$. The minimum value of the last term, $(1+\eta)^{2 / \eta} \ln \eta$, is 4.45 and occurs when $\eta=4.68$. The impedance is 92.6 ohms for air-filled line, and the minimum attenuation for a given wavelength is

$$
\begin{equation*}
\alpha_{\min }=0.6368-\frac{k_{e}}{\sqrt{\sigma} \lambda_{c}^{3 / 2}} \quad \text { nepers } / \mathrm{m} . \tag{11}
\end{equation*}
$$

The line dimensions are

$$
\begin{align*}
& a=0.050 \frac{\lambda_{c}}{\sqrt{k_{e}}},  \tag{12a}\\
& b=0.262 \frac{\lambda_{r}}{\sqrt{\bar{k}_{e}}} \tag{12b}
\end{align*}
$$

For an air-filled copper line ( $\sigma=5.80 \times 10^{7} \mathrm{mhos} / \mathrm{m}$ ) the result is

$$
\alpha_{\min } \begin{cases}=8.38 \times 10^{-5} \lambda_{c}^{-3 / 2} &  \tag{13}\\ \text { nepers } / \mathrm{m} \\ =7.27 \times 10^{-4} \lambda_{c}{ }^{-3 /} & \mathrm{db} / \mathrm{m} .\end{cases}
$$

If $\lambda_{c}=0.1 \mathrm{~m}$, then

$$
\begin{aligned}
\alpha_{\min } & =.0232 \mathrm{db} / \mathrm{m}, \\
2 a & =1.12 \mathrm{~cm}(0.441 \mathrm{in} .)=\mathrm{OD} \text { of inner conductor }, \\
2 b & =5.24 \mathrm{~cm}(2.065 \mathrm{in} .)=\text { ID of outer conductor. }
\end{aligned}
$$

Maximum Power-carrying Capacity for a Given Outer-conductor Size.Equation (1) may be written in terms of $b$

$$
\begin{equation*}
P=\frac{E_{a}^{2} \sqrt{\bar{k}_{e}} b^{2}}{120} \frac{\ln \eta}{\eta^{2}} \tag{14}
\end{equation*}
$$

Relative values of $P$ are plotted against $\eta$ in Fig. 4.2. Since $b$ is given, the problem is to find the value of $\eta$ which makes the last term $\ln \eta / \eta^{2}$ a


Fig. 4.2.-Relative power-handling capacity and loss length vs. diameter ratio for coaxial line for a given outer-conductor radius.
maximum. This maximum occurs for $\eta=1.65$, giving an impedance of 30 ohms if the line is air-filled. For this case, assuming breakdown to occur when $E_{a}=3 \times 10^{6}$ volts $/ \mathrm{m}$, the maximum power is

$$
\begin{equation*}
P_{\max }=1.377 \times 10^{10} b^{2} \tag{15}
\end{equation*}
$$

Minimum Conductor Loss for a Given Outer-conductor Diameter.In this case $b$ is constant and $\eta$ the variable; consequently, Eq (8) has the proper form. In Fig. $4 \cdot 2$ relative values of loss length, $1 / \alpha$, are plotted against $\eta$. The term $(1+\eta) / \ln \eta$ is a minimum when $\eta=3.6$, which makes the characteristic impedance 77 ohms for air-filled line. For airfilled copper line

$$
\begin{equation*}
\alpha_{\text {min }}=0.0215 \lambda^{-1 / 2} b^{-1} \quad \text { nepers } / \mathrm{m} . \tag{16}
\end{equation*}
$$

Some Mechanical Considerations.-Aside from these r-f factors, there are some factors of mechanical nature. For instance, the line should bo as rigid as possible in order to withstand shock and vibration with a minimum disturbance of characteristic impedance and power-carrying
capacity. Assuming the inner conductor to be a tube and of the same metal as the outer conductor, it seems that a relatively large center tube is desirable. This makes the two tubes approximately equal in size and their behavior under shock and vibration is comparable. Both the center and outer tubes should be large and supported at frequent intervals in order to keep the resonant frequency of each section of tubing above any vibration frequencies likely to be encountered in use. A large center tube and frequent supports are also an aid in preventing relative motion


Fig. 4.3.-Characteristic impedance of an eccentric line.
between inner and outer tubes when the line is subjected to shock. The diameter ratio should not be made too small, however, since the effect of eccentricity is much more pronounced for low-impedance lines. Fig. 43 illustrates this eccentricity effect.

In manufacturing small lines, particularly for the short-wavelength end of the microwave region, it is desirable to use a relatively large center conductor. The upper limit upon the size of center conductor comes from the previously mentioned effect of eccentricity. Within the limitation imposed by this effect, a large center conductor makes it easier to fabricate such structures as stub supports, slotted center-conductor contacts (bullets), and center-conductor capacity couplings like those used for rotary joints.

The summation of these mechanical considerations leads to a compromise between the very low diameter ratio indicated by most of these considerations and the practical limitation imposed by the increased
sensitivity of low-impedance lines to eccentricity effects. Probably a diameter ratio of 1.5 to 2 is an acceptable figure. This ratio gives a characteristic impedance for air-filled line of 25 to 42 ohms-values that are about the same as those for maximum power-carrying capacity, 30 ohms and 44.4 ohms for the two cases already discussed.

The 50-ohm Line as a Compromise Standard.-When choosing a coaxial line to serve a given purpose one might choose the line impedance to suit the requirements peculiar to the individual application. Depending on which of the five characteristics already mentioned is considered most important, this procedure would lead to the use of a number of different impedances over a threefold range, 30 to 93 ohms. Under such a system each transmission-line circuit element is a special design problem requiring its own special test equipment, such as slotted lines for impedance measurement. Obvious economy both in test equipment and in design work can be achieved if a single impedance can be chosen as a compromise standard. It has been found convenient to adopt 50 ohms as an impedance level offering a satisfactory compromise. For air-filled coaxial line this requires a diameter ratio of 2.3 , and for polyethylene ( $k_{e}=2.25$ ) a ratio of 3.5 . By reference to Figs. $4 \cdot 1$ and $4 \cdot 2$ the performance of the 50 -ohm line may be compared with that of the line whose diameter ratio has the optimum value for each of the four characteristics presented there. The results of such an examination are given in Table $4 \cdot 1$.

Table 4.1.-Comparison of 50-ohm Performance with That of Optimem Lines

| Characteristic | $\begin{aligned} & \text { Optimum value } \\ & \text { of } \eta \end{aligned}$ | Relative values for 50 -ohm line |  |
| :---: | :---: | :---: | :---: |
|  |  | $k_{e}=1, \eta=2.3$ | $k_{e}=2.25, \eta=3.5$ |
| For a given wavelength: |  |  |  |
| Power handled. | 2.09 | 0.99 | 0.80 |
| Loss length. | 4.68 | 0.78 | 0.96 |
| For a given outer conduc |  |  |  |
| Power handled. | 1.65 | 0.86 | 0.56 |
| Loss length. | 3.60 | 0.91 | 1.00 |

Quite apart from line-impedance considerations, a number of different line sizes are required in order to meet mechanical requirements and to accommodate various wavelengths. A list of some air-filled lines which have been used, together with some of their characteristics, is given in Table $4 \cdot 2$.

The theoretical maximum power tabulated is for a peak voltage gradient of $30,000 \mathrm{volts} / \mathrm{cm}$ and for coaxial cylinders in the absence of supports. The recommended maximum powers are based on experi-

| Jine size OD, in. | Wall, in. | Innerconductor diam., in. | Imperlance, ohms | Support | 'Theoretical maximum power, kw | Recommended maximum power, kw | Attenuation, $\mathrm{db} / \mathrm{m}$ | Lowest safe wavelength, cm |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{5}{16}$ | 0.025 | 0.125 | 44.4 | bead | 140 | 5 | 0.21 | 1.70 |
| $\frac{1}{2}$ | 0.032 | 0.1875 | 50.6 | stub | 358 | 50 | 0.20 | 2.70 |
| $\frac{5}{8}$ | 0.035 | 0.250 | 47.8 | bead | 598 | 20 | 0.095 | 3.50 |
| $\frac{7}{8}$ | 0.032 | 0.375 | 46.4 | stub | 1310 | 200 | 0.066 | 5.28 |
| 119 | 0.049 | 0.500 | 50.0 | stub | 2530 | 400 | 0.045 | 7.18 |
| $1 \frac{5}{8}$ | 0.049 | 0.625 | 53.4 | stub | 4200 | 600 | 0.033 | 9.30 |

ence with $\frac{7}{8}$-in. stub-supported lines and $\frac{5}{8}$-in. bead-supported lines in system use. These have shown signs of failure in carefully made laborotory systems at powers of about 500 and 50 kw , respectively. A safety factor of 2.5 in power ( 1.6 in voltage) is allowed in each case. These figures give a factor of 0.15 between theoretical maximum and design maximum for the stub-supported series and 0.033 for the bead-supported series. The low rating for the bead-supported lines is explainable on the basis of flashover along the insulator and high fields in air spaces between bead and center conductor. The attenuation figures given are for copper lines. For the $\frac{1}{2}-\mathrm{in}$. line, the wavelength is 3.3 cm ; in all others it is 10 cm . Silver-plated lines are some 60 per cent higher in attenuation. Lines made of brass tubing have about twice the attenuation of copper lines. In Table $4 \cdot 2$, the lowest safe wavelengths listed are taken as 12 per cent above the cutoff wavelength for the second coaxial mode, a criterion based on experience with the $1 \frac{5}{8}$-in. line. It was found that this line was usable down to a wavelength of about 9.3 cm , which is 12 per cent longer than that calculated as cutoff for the second coaxial mode. These lines have been approved by the Army-Navy Cable Coordinating Committee as standards for microvave use. It is common practice to refer to a line by the outer diameter of the outer conductor. Thus, the largest line listed is commonly referred to as the $1 \frac{5}{8}$-in. line.
4.2. Couplings for Coaxial Lines.The principal points to consider in such couplings are these. First, both outer and inner tubes should be joined with a minimum of discontinuity in order to minimize reflection of r-f power
and to prevent any local concentration of fields, by sharp corners, which would lower the breakdown power level. Second, the contact resistance of both outer and inner junctions should be kept low in order to minimize losses and to prevent burning and consequent deterioration of the contacts by the high currents involved. Third, it is frequently desirable to provide a pressure-tight junction in the outer tube to prevent the entrance of moisture or of corrosive atmosphere or to maintain an actual pressure differential. Finally, such features as


Fig. 4.4.-Coupling for coaxial line; polarized connector.
convenience in use and positive clamping action should be considered. The following types of connector have been found to satisfy these requirements.

Polarized Connectors.-The coaxial connector most used in microwave lines is shown in Fig. $4 \cdot 4$. It is a polarized connector; that is, the two mating units are not identical. The junction of the outer conductors is made by forcing into a female taper a piece bearing a male taper of slightly sharper angle. This insures contact's being made at the tip of the male piece and hence at the desired point, the inner wall of the outer conductor. The connector is drawn up by means of four serews passing through clearance holes in a square flange surrounding the male outer connector. The female outer connector is surrounded by a similar flange with tapped holes to receive these four screws. A neoprene gasket is compressed between the two outer-connector pieces to provide pressurization. Its dimensions must be right within small tolerances; it must be thick enough to obtain sufficient compression to insure pressurization, and yet not so thick that it will prevent a good contact between the male and female tapers.

The center-conductor junction is formed by plugging the slotted "bullet" of the male connector into the end of the center-conductor tube of the female connector. The nose of the bullet is very slightly tapered at the point of contact, so that contact is made to the inside of the female center tube at its end only. This prevents any reentrant cavity's being formed between the inside of the female tube and the outside of the
bullet nose. The circular gap between the end of the female tube and the shoulder on the bullet is kept as small as mechanically feasible in order to minimize the impedance and field discontinuities set up thereby. In the case of the $\frac{7}{8}-\mathrm{in}$. OD coaxial line, the gap is held to a maximum of 0.032 in . The standing wave introduced by this discontinuity is certainly less than 1.03 at a wavelength of 10 cm . It is very important that the bullet shoulder should not be forced against the end of the female tube before the outer-conductor coupling is completely sealed. If this should occur, the center conductor would tend to buckle under the longitudinal compression so introduced. For this reason the extension of the female center tube and the male bullet shoulder are each specified according to their respective outer-conductor parts in such a way that there is a gap (nominally, 0.016 in . with a tolcrance of $\pm 0.016 \mathrm{in}$. in the case of the $\frac{7}{8}-\mathrm{in}$. line) between them when the coupling is drawn together completely. It is very important that the slotted bullet be springy enough to make good tight contact with the inner wall of the female tube. Normally a springy metal (see see. 3•1) such as heattreated beryllium copper is used for the bullet. A heat-treated chromecopper alloy has been found to have satistactory mechanical properties and, in addition, to afford better themal conductivity. The quality of conductivity is sometimes desirable as, for instance, in plugging into a transmitter tube. The heat generated in the contacte and in the glass seal is then eonducted away more rapidly, reducing the temperature at the glase seal. In soldering this ballet into the male center tube, a lowmelting solder most be used and care must be exereced to prewent injuring the temper of the bullet by orerheating. In fabrication the bullet is sprung out so that it is under radial compression when plugged into the female tube.

Several convenient fatures of this connector may be indicated. There are no loose pieces in the asembly; all the elements of the connector are self-contained execpt the four standard serews, and these can be made captive screws if dewired. This feature prevents loss of parts and aloo makes it imposible to omit any vital part in making a connection, an omission which has oreured in the etwe of the doubleended bullet of the unpolazized comector discussed later. Another desirable feature is that a line to which a connector is to be attached is prepared simply by making certain that the outer and inner tubes end flush with each other, becanse the total length of the two outer-conductor parts when coupled is exactly the same as the length of bullet plus gap allowance. A third feature is that a certain amount of angular misalignment of the axes of the comered lines is permitted by the tapers of the outer- and inner-conductor contacts. This misalignment cunnot be allowed to become large, however, since the tapers are slight
and since the pressurizing gasket will not be properly compressed if the misalignment is large.

In the use of any polarized connector, it is advisable to establish a convention to be followed in assembling connectors to line sections or line components. It is customary to follow the same convention as in connecting garden hose; namely, at a connection the power (water) flows from transmitter (water main) through a male coupling into a female coupling. Thus, the male coupling always points toward the antenna (or hose nozzle). In case the line is also used for reception, or for reception alone, the male coupling still points toward the antenna.


Fig. 4.5.-Five-eighths-inch line coupling; mpolarized comector.
This convention is recommended for all transmission lines, whether of coaxial or wavegude type.

Cnpolarized Connctors.-Another type of connector which has had considerable use is that shown in Fig. $4 \cdot 5$. Since the two line ends joined are identical, this connector is said to be "unpolarized." The unpolarized connertor has certain olvious advantages in permitting the assembly of lines and components in any order or in the turning of any piece end-for-end; but it has the disadrantage of requiring two loose pieces-the center-contact "bullet" and the outer union. In addition to the possible loss of these loose parts, there is also the possibility of omitting a bullet or of its falling out of place during assembly. This is esperially scrious in a line containing dielectrics-for example bead supports or racuum seals, since the high standing waves resulting may cause permanent damage to the dielectric before the power can be shat ofi. Byen if this protlem does mot exist, as in puely receiving orlowpower transmitter lines, it is a mixane to have to take many couplings apart until the faulty connector asembly is found.

The innereonductor bullet is evactly like the bullet of the unpolarized romertior on each end. A double-ended bullet is usually shorter than the single-ended type, although to obtain the same mechanical properties, such as springiness, it should be about twice an long as the latter. Since
it is not soldered in place, the problem of detempering by the heat of soldering is avoided.

The outer contact is made between the outer tubes directly, the union sleeve providing the necessary alignment. In order to get good contact all around, the tube ends must be finished flat and in a plane perpendicular to the tube axis. The special trimming tool shown in Fig. $4 \cdot 6$ drawn to a larger scale does this, and at the same time it trims to the proper length the sleeve against which the pressurizing gasket is compressed by the union.


Fig. 4.6.-Trimming tool for unpolarized connector.
This connector has been largely superseded by the polarized connector discussed before and is not recommended because of the difficulties just mentioned.

Other Connectors.-Several other connectors which have been used to some extent are shown in Fig. 4.7. They are essentially like one or the other of the two connectors already discussed, or combine features of the two. The connector shown in Fig. $4 \cdot 7 a$ requires special care in soldering and in finishing the tube ends and is intended for laboratory test work only. The connectors shown in Figs. $4.7 b$ and $c$ are designed primarily for aluminum lines and do not require any soldering.

Although the soldering and brazing techniques for aluminum are now being worked out, they are still difficult. Corrosion of aluminum in general, in soldered or brazed joints, and in contacts with other metals gives considerable trouble. Another difficulty encountered with aluminum connectors is that the resistance of aluminum contacts is fairly high. Since it is presumably caused by a surface film of insulating aluminum oxide, the high resistance might be expected to be less troublesome in the microwave region where the frequency is so high that the capacitive reactance across the insulating layer becomes small compared to the contact resistance. To improve the contacts, a silver layer has
sometimes been applied, either by electroplating or by spraying molten silver onto the contact surface. The conductors may be made of aluminum tube clad on the inside with a thin silver lining in the process of tubing manufacture. The outer tube can then be flared out so that the silver surfaces form the contact. The silver lining inside the center tube would not serve to decrease the attenuation of the line as it does in the case of the outer conductor and thus would be wasted except at the contact.
4.3. Bead Supports.-One of the major problems in connection with coaxial lines is that of supporting the center conductor. The obvious method of accomplishing this is to use dielectric insulating washers, commonly referred to as "beads." While these beads alter the characteristic impedance and propagation constant of the line throughout the bead thickness, the impedance discontinuity so produced is rather unimportant at very low frequencies. In this case there are usually many beads per wavelength, and one simply modifies the characteristic impedance and propagation constant of the air-filled line to take into account the presence of a partial dielectric filling. ${ }^{1}$ In microwave lines, on the other hand, the beads are an appreciable fraction of a wavelength thick, so that the impedance discontinuity is sizable. Furthermore, there are few, rather than many, beads per wavelength. For these


Fig. 4.7.-Miscellaneous connectors. (a) Unpressurized laboratory connector (Raytheon Company). (b) Solderiess connector for aluminum line, pressurized by neoprene gaskets (General Electric Company). (c) Solderless connector for aluminum line with metallis com-pression-type pressurization (Radiation Laborators). reasons, simply modifying the line characteristics is not sufficient. A
${ }^{1}$ H. T. Kohhaas, Reference Data for Radio Engineers, Fethral Telephone and Radio Corp., 1943, p. 116.
number of schemes have been devised to circumvent these impedance difficulties, as shown in Fig. 4.8. They will be discussed in detail later in this section.

At low frequencies, dielectric losses in lines are usually negligible compared to conductor losses, but at microwave frequencies dielectric losses become comparable to, and in some cases greater than, conductor losses. The dielectric attenuation constant in a line completely filled with dielectric is, by Eq. (2.99),

$$
\begin{equation*}
\alpha_{\mathrm{d} 1}=\frac{27.30 \sqrt{k_{e}}}{\lambda} \tan \delta \quad \mathrm{db} / \mathrm{m} . \tag{17}
\end{equation*}
$$

This figure is independent of diameter ratio but assumes the dielectricfilled line to be matched. This equation applies directly to the undercut bead, Fig. $4.8 c$, since the bead is matched-that is, it is terminated in its characteristic impedance. In other arrangements the beads are not matched, and as a result the dielectric attenuation constant is larger.


Fri. 4.8.-Several forms of bead support. (a) Thin bead. (b) Bead grooved to increase surface leakage path. (c) Half-wave bead. (d) Undercut (constanf impedance) bead. (e) Stepped three-quarter-wave bead.

An effect that may be of comparable magnitude is the increase in the beaded section of the conductor loss caused by the introduction of dielectric. Fortunately, this increase does not occur for very thin beads, since the current flowing in the conductors is the same as that in the main line.

A problem common to both low and high frequencies is that of voltage breakdown. This problem acquires increased importance, however, in lines carrying pulses of high peak power, a requirement that is frequently imposed in microwave applications. In this connection three effects are of importance. The first is flashover radially along the airdielectric interface, which occurs at a lower field than that required to break down either material alone; the extent to which this limits the
power is difficult to estimate, and it depends on the character of the surface and on humidity effects. The bead faces are sometimes corrugated by concentric grooves similar to those shown in Fig. 4.86 to increase the leakage path for surface currents. The second consideration is the limitation imposed by breakdown within the insulator itself at microwave frequencies and is an element that is hard to evaluate. The dielectric strength, however, of practically all dielectrics is known to exceed that of air by a large factor at ordinary frequencies. This is known to be also true of the dielectrics used in flexible coaxial cables at microwave frequencies. Hence one does not anticipate any limitation on power by reason of breakdown in the body of the dielectric. The third effect is the increased field in the air film which is likely to exist between bead and conductor. If a cross section such


Fig. 4.9.-Loose-fitting coaxial bead. as that of Fig. 4.9 is considered, it is recalled that the electric displacement must be constant across the boundary $c$

$$
\begin{equation*}
E_{c}(\text { air })=k_{e} E_{c} \text { (dielectric). } \tag{18}
\end{equation*}
$$

For very thin air films this may be written

$$
\begin{equation*}
E_{f}=k_{e} E_{a}, \tag{19}
\end{equation*}
$$

where $E_{f}$ is the electric field strength in the air film and $E_{a}$ that in the dielectric at $r=c \approx a$. The air film may be thin enough to give a negligible contribution to line voltage, characteristic impedance, power transmission, and so forth, but still so thick that it contains enough gas to give breakdown trouble. Any thickness that is large (compared with mean distance through which an accelerated electron moves between collisions with the molecules of the gas) would be sufficient to cause such breakdown trouble. Since this mean distance is of the order of $10^{-5} \mathrm{~cm}$ at atmospheric pressure, it is clear that films of air of several orders of magnitude greater than this figure might easily occur. The critical field strength at breakdown may be assumed to be the same in the air film as in the main line, but there is evidence ${ }^{1}$ to indicate that larger r-f fields may be tolerated in small gaps, just as in d-c breakdown. Therefore, any estimate of power-handling capability based on this assumption may be regarded as fairly conservative.

In the case of thin beads, the total voltage across the line is the same in the bead as in the unbeaded line; therefore, the field in the dielectric
${ }^{1}$ D. Q. Posin, I. Mansur, H. F. Clarke, "Lexperiments in Mierowave Breakdown," RL Report No. 731, Nov. 28, 1945.
would be identical with that in the unbeaded line at any given radius. If a very thin air film were present, the field in it would be given by Eq. (19); hence, the power transmitted by the line must be reduced by the factor $k_{d}^{2}$ to prevent breakdown in the air film. If the bead is of polystyrene, $k_{e}=2.56$, the power-reduction factor is 6.6 (multiplying factor 0.15 ). The same factor applies to the half-wavelength line, since the maximum voltage occurs at the ends where it is equal to that in the unbeaded line.

For the undercut bead, the total voltage is again the same as that of the unbeaded line, but the center-conductor diameter has been decreased. Since the undercut section is matched, Eq. (14) is applicable, where $E_{a}$ is the field in the dielectric at $r=c \approx a$. In view of Eq. (19) $E_{a}$ may be replaced by $E_{f} / k_{e}$. The power transmitted by a matched dielectricfilled line in which an air film is present is then given by

$$
\begin{equation*}
P_{f}=\frac{E_{f}^{2} b^{2}}{120 k_{e}^{3 / 2}} \frac{\ln \eta}{\eta^{2}} \tag{20}
\end{equation*}
$$

Comparison with the power $P_{0}$ carried by an air-filled line of the same characteristic impedance and same outer-conductor radius gives the power-carrying factor

$$
\begin{equation*}
\frac{P_{f}}{P_{0}}=k_{e}^{-1}\left(\frac{\eta}{\eta^{\prime}}\right)^{2}=k_{e}^{-1} \eta^{-2}\left(\sqrt{k_{e}}-1\right) \tag{21}
\end{equation*}
$$

where $\eta$ is the diameter ratio in the air-filled line and $\eta^{\prime}$ that in the undercut beaded line $\left(\ln \eta=\ln \eta^{\prime} / \sqrt{k_{e}}\right.$ ).


Fig. 4-10.-Bead lines.
Thin Beads.-While bead-supported lines have largely been supplanted by stub-supported ones, some of the early transmission lines were beaded. The standard $\frac{5}{8}-\mathrm{in}$. OD line was used, both outer and
inner conductors being of copper tubes. Sections of such a line are shown in Fig. 4•10. The beads were of polystyrene, and the dimensions were made in such a way that the beads fitted tightly onto the center tube but loosely into the outer. This permitted affixing the beads at the proper intervals onto the center tube and then pulling the assembly into place within the outer tube. Since the tubes were of soft copper and the beads gave support at frequent intervals, gentle bends in the completed line were permissible. With sufficient care, a bending tool could be used to obtain bends on a radius as small as four inches. The molded polystyrene beads were 0.100 in. thick, 0.254 in . in inner diameter to fit closely around the $0.250-\mathrm{in}$. inner tube, and 0.500 in . in outer diameter to permit a loose fit within the $0.555-\mathrm{in}$. ID outer tube.


Fig. 4•11.-Mismatch introduced by thin beads.
The mismatch introduced by a bead that fits tightly against both outer and inner conductors is easily calculated (see Fig. 4-11). Figure $4 \cdot 11$ gives an enlargement of that portion pertaining to thin beads. From this graph it is found that a $0.100-\mathrm{in}$. ( 04 wavelengths at $\lambda=10 \mathrm{~cm}$ ) polystyrene bead is expected to give a VSWR of 1.27. Since the bead fits loosely in the outer tube, the VSWR should be reduced, and $r=1.23$ is the experimentally determined ${ }^{1}$ value. The figure is further reduced by the crimping technique used to hold the bead in place on the center tube, because the crimping, which consists of deforming the center tube on both sides of the bead by squeezing it between parallel knife edges, increases the characteristic impedance in the crimped portion of the line. These short sections of high-impedance line partly compensate for the section of low-impedance line formed by the bead. The crimping used in the $\frac{5}{8}-\mathrm{in}$. line was found by Reed ${ }^{2}$ to reduce the VSWR from 1.23 to 1.15 at $\lambda=10 \mathrm{~cm}$. Since the crimping has a rather large effect on the VSWR introduced, it must be carefully controlled.

[^16]A number of bead-spacing schemes have been proposed. ${ }^{1}$ Theoretical analyses of the performance of some of these schemes have been made by Condon ${ }^{2}$ and by Hanson. ${ }^{3}$ The more promising schemes are based on the cancellation of the reflections of two beads when spaced approxi-

(a)

(c)

Fig. 4.12.-Basic bead spacings. (a) Quarter-wave-spaced pair. (b) Uniform quarter-wave spacing. (c) Lawson spacing for four. mately a quarter wavelength apart, as in Tig. 4•12a. Figure $4 \cdot 13$ gives the performance of a pair of $\frac{1}{8}-\mathrm{in}$. polystyrene beads spaced for cancellation $\lambda=10 \mathrm{~cm}$ in Curve II, and for comparison, that of a single bead in Curve I. Using the nomenclature of Fig. $4 \cdot 12 a$, it can be shown that the condition for reflectionless spacing of a pair of beads is

$$
\begin{equation*}
\tan \alpha \tan \beta=\frac{2 \sqrt{k_{e}}}{1+k_{e}} \tag{22}
\end{equation*}
$$

Since the right-hand member of this equation is approximately unity, one may write an approximation which is extremely good for thin beads,

$$
\begin{equation*}
\alpha+\beta \approx \frac{1}{4} \lambda, \tag{23}
\end{equation*}
$$

where all electrical angles are expressed in terms of wavelengths. For example, the angles of Fig. 4•13 are $\beta=0.05, \alpha=0.195$, and

$$
\alpha+\beta=0.245
$$

Building up a bead-spacing scheme based on pairs spaced a quarter wavelength apart, one may use uniform spacing between beads as in Fig. $4 \cdot 12 b$ keeping the total number of beads even. The spacing between pairs is equivalent to a half wavelength; consequently, the reflections from the two pairs are approximately in phase and lead to the high wavelength sensitivity of Curve III of Fig. 4•13. If the two pairs are spaced
${ }^{1}$ J. L. Lawson, "Design and Test of Concentric Transmission Lines," RL Report No. 141, July 14, 1941; W. W. Salisbury, unreported early work using half-wave air line between beads; John Reed, op. cit.
${ }^{2}$ E. U. Condon, "Low-loss Coaxial Cables for Micro-Waves," Research Report R-94293-E, Westinghouse Research Laboratories, Apr. 17, 1941.
${ }^{3}$ W. W. Hansen, "Notes on Microwaves," Chap. VII of the notes prepared by S. Seeley and E. C. Pollard based upon Hansen's lectures to the personnel of Radiation Laboratory in 1941-1942.
the equivalent of three-quarters wavelength apart, as in the Lawson system of Fig. 4.12c, the response curve is flattened as indicated by Curve IV of Fig. $4 \cdot 13$. This gives a great improvement near midband, but it should be noted that at about 8.3 and 12.5 cm the curves cross, the Lawson spacing going to much higher values than that of the uni-


Fig. 4.13.- VSWR for $\frac{1}{8}$-in. polystyrene bead as a function of wavelength. Curve I, single bead; Curve II, quarter-wave-spaced pair as in Fig. 4-12a; Curve III, uniform quarterwave spacing, four beads as in Fig. 4•12b; Curve IV, Lawson spacing for four beads as in Fig. 4.12c.
form spacing. Hansen ${ }^{2}$ has analyzed, by an approximate method, the behavior of these curves as more and more beads are added. His results may be summarized in the following manner.

1. The curve for the uniformly spaced line becomes steeper and steeper, whereas that for the Lawson line becomes flatter and flatter, in the neighborhood of midband.
2. The maxima on either side of midband wavelength move in closer and closer and secondary, tertiary, etc. maxima enter the range of wavelengths being considered.
3. It can be shown that the amplitudes of the maxima in the case of the uniform line are limited to approximately that of Curve I for a single bead in the wavelength region considered in Fig. 4•13. On the other hand, the maxima of the Lawson line are not thus limited, and as a result extremely high standing waves will occur at a wavelength fairly close to midband if many beads are used.
4. Hansen concludes that for short lines having few beads the Lawson line is best, but for long lines the quarter-wave uriform spacing is to be preferred. If a total bandwidth of $\Delta \lambda$ at a midband wave-

[^17]length $\lambda_{0}$ is desired, then the Lawson spacing is not bad, providing the number of beads is less than
$$
n=2 \frac{\lambda_{0}}{\Delta \lambda} .
$$

Fluctuations in bead thickness, variations in crimping, and errors in positioning of beads may introduce enough randomness to alter the predicted behavior markedly. Line losses also tend to reduce the cumulative effect of reflections. Reed has suggested that beads be assembled in groups of eight, the spacing between groups to be random.


Fig. 4.14.-Mismatch caused by a bead as a function of thickness.
His system for the eight beads is as follows: the spacing between beads in each pair to be right for one wavelength, that between pairs in a set of four to be right for another, and that between the two sets of four to be right for a third wavelength. By choosing the three wavelengths properly a low VSWR may be obtained over a considerable band.

Half-wavelength Bead.-Since the input impedance of a half-wavelength section of transmission line is equal to its output impedance regardless of its characteristic impedance, a bead whose thickness is half a wavelength (in dielectric) introduces no mismatch. If the bead length is chosen properly for midband the VSWR introduced will be a function of the deviation from half wavelength, as indicated by Fig. $4 \cdot 14$. The performance of beads which are made a half wavelength long at 10 cm is shown in Fig. 4•15. Comparison of the curve for the halfwave polystyrene bead with those of Fig. $4 \cdot 13$ for thin beads reveals the relatively high wavelength sensitivity of the half-wave bead.

Because of its high frequency sensitivity, its high dielectric loss (because of the large amount of dielectric present), and because of various mechanical reasons, half-wavelength beads are not used for transmissionline supports. They have found limited use as frequency-sensitive
elements purposely introduced to cancel the frequency sensitivity of some other circuit.

Undercut Bead.-If the size of the inner conductor is reduced by the proper amount, the characteristic impedance in the bead-filled line can be made equal to that in the air-filled line (see Fig. $4 \cdot 8 d$ ). In


Fig. 4•15.-Performance of half-wave beads of various dielectrics.
order to achieve this equality the inner conductor must be reduced from a radius of $a$ to a radius $a^{\prime}$, so that

$$
\begin{equation*}
Z_{0}=60 \ln \frac{b}{a}=\frac{60}{\sqrt{k_{e}}} \ln \frac{b}{a^{\prime}} . \tag{24}
\end{equation*}
$$

While at first this seems an ideal solution to the problem, there are practical difficulties. The problem of assembling the bead onto the undercut section may be solved by making the beads in two halves, split along a diameter; or it may be preferable to make the center conductor in many sections, one for each bead, and to assemble the sections by screwing or press-fitting each section to the next with the bead in place.

High-power breakdown may occur more readily in an undercut bead than in other types, because the sharp edge $e$ shown in Fig. 4•8d naturally leads to a high electric-field concentration. Since this edge occurs at the bead surface, flashover along the dielectric surface is likely to occur. This tendency may be greatly reduced by rounding the edge; at the same time this rounding probably tends to decrease the net shunt-capacity effect (see below) at the junction. If such rounding is used, it is felt that breakdown is less likely to occur here than at the other vulnerable spot, namely, in the air film between the bead and the center conductor whose diameter has been reduced.

As discussed in Sec. 4.5, whenever a change of diameter occurs in
either of the coaxial conductors, or in both, the effect of the fringing fields so produced is equivalent to adding a certain capacity in shunt with the line at that point. If an undercut bead support is designed without compensating for this, a certain amount of mismatch will result. In the case of the $0.25-\mathrm{in}$. polystyrene bead in the $\frac{5}{8}$-in. line of Table $4 \cdot 1$, calculation shows the shunt capacity introduced by the step at each end separately to be $6.8 \times 10^{-14} \mathrm{f}$. At $\lambda=10 \mathrm{~cm}$ this leads to a capacitive susceptance of $0.062 Y_{0}$, but the proximity effect, caused by the two discontinuities being relatively close together, reduces this to $0.055 Y_{0}$. The over-all mismatch for the bead then amounts to a VSWR of 1.09.

In discussing power-handling capacity, it was remarked that rounding the corner where the center conductor changes diameter would be


Fig. 4•16.-Admittance diagrams for compensated undercut bead.
expected to decrease the net shunt-capacity effect. This surmise is based on the fact that a decrease in the diameter of the center conductor gives rise to a short section of high-impedance line, which has an inductive effect. The degree of rounding required to give perfect compensation could be easily determined experimentally.

A simple and effective way of compensating for the shunt-capacity effect, in the case of beads that are thin compared with a wavelength, is to reduce the characteristic admittance $Y_{B}$ in the beaded section. The rectangular-coordinate admittance diagrams of Fig. $4 \cdot 16$ show how this reduction accomplishes the desired result. The vertical lines $a b$ and $c d$ represent the shunt susceptance at the two bead surfaces, and the arc $b c$ represents the electrical length of the bead. The input admittance is represented by $d$, and the error in closure $d a$ is a measure of the mismatch introduced. For a given bead thickness, $Y_{B}$ is chosen to give perfect compensation near the shortest wavelength to be used. Since both the susceptance and the bead thickness in wavelengths are inversely proportional to wavelength, a reasonably low VSWR results for any $\lambda>\lambda_{\min }$. The thinner the bead is, the better the broadband performance. Unfortunately, decreasing the characteristic admittance in the bead means still larger steps in the conductor size and hence larger
shunting effects. Practically, however, this is not a serious effect. Figure $4 \cdot 17$ gives the dimensions for such a compensated bead designed for 10 cm and its calculated wavelength performance.

l're. 4.17.- Undercut bead with highimpedance compensation.


Fig. 4-18.-Undercut bead with quarterwave compensation.

Another method of compensation is to make the bead a quarter wavelength long, leaving its characteristic admittance the same as that of the main line. This spacing of the two shunt-capacity effects gives cancellation at the design wavelength but does not perform especially well over a broad band. Figure $4 \cdot 18$ gives the dimensions and performance for such a bead.

Having designed beads in this way to have as low a mismatch as possible, it is further advisable to space them at odd quarterwavelengthintervals. This avoids cumulative addition of the reflections which, though individually small, may attain very large values if a number combine in


Fie. 4.19.-Three-quarter-wave beads with steps. phase. The discussions given previously relative to quarter-wave and alternative spacing schemes apply here although, of course, in the present case the mismatch per bead is much smaller.

Three-ssction Bead-It is sometimes convenient to have a bead that is a complete well-matched unit. The half-wave bead is of this type, but it is not desirable because of its high frequency sensitivity. A broad-
band bead may be made in the forms indicated by Fig. $4 \cdot 19$. The characteristic impedance $Z_{0}^{\prime \prime}$ of section $A$ is easily calculated by use of Eq. 74. The characteristic impedance $Z_{0}^{\prime}$ of sections $B$ and $C$ is to be


Fig. $4 \cdot 20$. - Inpedance transformations in threc-section bead $\left(Z_{0}^{\prime}=\sqrt{\left.Z_{0} Z^{\prime \prime} o\right) . ~(a)}\right.$ Midband, $\lambda=\lambda_{0} ; X_{1}, X_{2}, X_{3}$ all equal to $\lambda / 4$. (b) $\lambda>\lambda_{0} ; X_{1}, X_{2}, X_{3}$ less than $\lambda / 4$. (c) $\lambda<\lambda_{0} ; X_{1}, X_{2}, X_{3}$ greater than $\lambda / 4$. made the geometric mean between $Z_{0}$ and $Z_{0}^{\prime \prime}$, and the length $X_{1}$ is to be made an effective quarter wavelength, in order to provide matching transformers between $Z_{0}$ and $Z_{0}^{\prime \prime}$. Since the completely filled section $A$ is thereby operating in the matched condition, its length $X_{2}$ might seem to be unimportant. However, if $X_{2}$ is chosen to be a quarter wavelength, a very desirable broadband response is obtained.

The impedance transformations involved are shown in the rectangular impedance plots of Fig. 4.20. The source is considered to be at the left in Fig. $4 \cdot 19$ and the line to the right is assumed to be matched.

It is desired to follow the impedance transformations along the bead from point $a$ to $b, c$, and $d$ of Fig. 4-19. The output end $a$ is terminated in the impedance $Z_{a}=Z_{0}$, and from this point on Fig. 4•20 an are is described clockwise about the impedance $Z_{8}^{\prime}$ to obtain the impedance $Z_{b}$. From $b$ to $c$, the are is about $Z_{0}^{\prime \prime}$ and from $c$ to $d$ it is again about $Z_{0}^{\prime}$.


Fig. 4-21.~Performance of three-section bead made of polystyrene. (a) $Z_{0}^{\prime}=\sqrt{Z_{0} Z^{\prime \prime}{ }_{0}}$. (b) $Z_{0}^{\prime}=0.988 \sqrt{Z_{0} Z^{\prime}{ }_{0}}$.
(Strictly speaking, the arcs on the diagram are not centered exactly at the impedances $Z_{0}^{\prime}$ and $Z_{0}^{\prime \prime}$, but for the purpose of qualitative argument one need not worry about this diserepancy.) At midband, Fig. $4 \cdot 20 a$, the center section $b c$ is matched at the impedance level $Z_{0}^{\prime \prime}$. Above
midband wavelength (Fig. 4•20b) and below (Fig. 4.20c) the section $b c$ tends to compensate for the departure of the lengths of the end sections from the quarter-wave value. The calculated performance of such a bead, made of polystyrene and designed for a midband wavelength of 10 cm , is given by Curve $a$ of Fig. $4 \cdot 21$. Comparison reveals that this type of bead is considerably better than the half-wavelength bead of Fig. $4 \cdot 15$ and that it is slightly better than the Lawson spaced set of four beads, Curve IV of Fig. 4•13.

A slightly broader band may be obtained, at the expense of introducing a mismatch at midband, by reducing the impedance $Z_{0}^{\prime}$. The effect of this reduction may be seen on the impedance diagrams of Fig. 4.22. There will be a pair of wavelengths, one above and one below midband, for which the modified bead will be perfectly matched, as indicated in the diagrams $b$ and $c$ of Fig. 4-22. It may be shown that if the impedance $Z_{0}^{\prime}$ is reduced so that it is given by

$$
Z_{0}^{\prime}=\frac{1}{F} \sqrt{\bar{Z}_{0} \overline{Z_{0}^{\prime}}}
$$

then the VSWR at midband is

$$
r=F^{4} .
$$

If the midband VSWR is to be kept betow $1.05, F$ may be chosen equal to 1.012 . The resulting per-


Fig. 4.22.-Impedance transformations for broadband head ( $Z_{0}^{\prime}<\sqrt{Z_{0} Z^{\prime \prime}}{ }^{\prime}$ ). (a) Midband, $\lambda=\lambda_{0} ; X_{2}, X_{2}, X_{3}$ all equal to $\lambda / 4$. (b) $\lambda>\lambda_{0} ; X_{1}, X_{2}, X_{3}$ less than $\lambda_{/} / 4$. (c) $\lambda<\lambda_{0} ; X_{1}, X_{2}, X_{3}$ greater than $\lambda / 4$. formance for a polystyrene bead is given by Curve $b$ of Fig. $+\cdot 21$. The band within which $r$ is below 1.05 has been increased by this means from a full width of 2 per cent to one of 2.8 per cent. The shape of the curve is that characteristic of a double-tuned circuit.

The design equations for the original bead, matched at a midband wavelength $\lambda_{0}$, are as follows:

$$
\begin{align*}
X_{2} & =\frac{\lambda_{0}}{4} k_{e}^{-1 / 2},  \tag{25a}\\
X_{1} & =\frac{\lambda_{0}}{4} k_{e}^{-1 / 4},  \tag{25b}\\
c & =b^{\left(k_{c}-\sqrt{k_{r}}\right.} k_{k_{1}-1}\left(\frac{\sqrt{k_{e}}-1}{k_{e}-1}\right) \tag{25c}
\end{align*}
$$

Relation (25a) merely expresses the fact that $X_{2}$ is a quarter of the wavelength $\lambda_{0} / \sqrt{k_{e}}$ in a completely filled line section. Relation (25b) comes from a consideration of the fact that both the effection wavelength and characteristic impedance in a transmission line vary as $1 / \sqrt{C}$ if $L$ is kept constant (see Table $2 \cdot 1$, Items 2 and 4). Since the characteristic impedance $Z_{0}^{\prime}$ is the geometric mean of $Z_{0}$ and $Z_{0}^{\prime \prime}$, the corresponding effective wavelengths, $\lambda_{0}^{\prime}, \lambda_{0}$, and $\lambda_{0}^{\prime \prime}$, must bear the same relationship,

$$
\lambda_{0}^{\prime}=\sqrt{\lambda_{0} \lambda_{0}^{\prime \prime}} .
$$

The characteristic impedance of a partially filled section of line (Fig, 4-19) is

$$
\begin{equation*}
Z_{0}^{\prime}=60 \ln \frac{b}{a} \sqrt{\frac{k_{e} \ln \frac{b}{c}+\ln \frac{c}{a}}{k_{e} \ln \frac{b}{a}}} . \tag{26}
\end{equation*}
$$

This equation is derived by calculating $L$, the inductance per unit length, and $C$, the capacitance per unit length, and using the relation $Z=\sqrt{L / \bar{C}}$. When this is solved simultaneously with

$$
\begin{equation*}
Z_{0}^{\prime}=\sqrt{Z_{0} Z_{0}^{\prime \prime}}=60 k_{e}^{--14} \ln \frac{b}{a}, \tag{27}
\end{equation*}
$$

the result is $\mathrm{Eq} .(25 c)$, which may be written in the alternative form

$$
\begin{equation*}
\log _{10} c=\frac{\sqrt{k_{e}}-1}{k_{e}-1}\left(\sqrt{k_{e}} \log _{10} b+\log _{10} a\right) \tag{28}
\end{equation*}
$$

For the second type of bead shown in Fig. $4 \cdot 19$ the lengths $X_{1}$ and $X_{2}$ are the same as before and are given by Eqs. (25a) and (25b). The dimension $d$ may be shown to be given by

$$
\begin{equation*}
\log _{10} d=\frac{\sqrt{k_{r}}-1}{k_{r}-1}\left(\log _{10} b+\sqrt{k_{e}} \log _{10} a\right) \tag{29}
\end{equation*}
$$

This type of bead recommends itself particularly at the shorter wavelengths, where it is very difficult to make a bead thin enough to obtain a low VSWR. For the longer wavelengths this bead may be too long to be practical in many cases. The long bead-to-conductor contact surface (along the inner conductor of the first type of Fig. $4 \cdot 19$ and along the outer on the second) may be especially objectionable. The contacting surfaces may be limited to the central quarter-wavelength section by making the partial filling of dielectric occupy a position intermediate between conductors without contacting either.

One would expect all forms of this bead to be relatively good for handling high power. The center section is matched, and the fields
in the air gaps in the end section, while larger than those in the main line, are not so high as those in the air gaps of the beads discussed previously.

There is some fringing of the electric fields at all points of impedance change, since the fields in the main line and in the completely filled section are purely radial and fall off radially as $1 / r$, while those in the partly filled section suffer a discontinuity at air-to-dielectric boundaries. As a matter of fact, some component of electric field in the $Z$-direction (parallel to the axis of the line) must exist in the partly filled sections. These fringing fields would be expected to contribute a shunt-capacity effect paralleling the line at the points $a, b, c$, and $d$. Since these points are spaced by a quarter wavelength, some degree of cancellation results.

An experimental model of the first type of bead of Fig. $4 \cdot 19$ was made for the $\frac{1}{2}-\mathrm{in}$. coaxial line for operation at $3.33-\mathrm{cm}$ midband. The dielectric used was Teflon ( $k_{e}=2.1$ ), and the dimensions were

$$
\begin{array}{ll}
X_{1}=0.272 & \text { in. } \\
X_{2}=0.226 & \text { in. } \\
2 a=0.1875 & \text { in. } \\
2 b=0.437 & \text { in. } \\
2 c=0.310 & \text { in. }
\end{array}
$$

The voltage standing-wave ratio was measured from $\lambda=3.02$ to $\lambda=3.65$ cm , and it was found to agree, within experimental crror, with the predicted behavior. The experimental error caused by load, connectors, and slotted section was unfortunately of the order of $r=1.06$, but it could safely be said that the VSWR was lower than approximately 1.12 over this band.

The possibility of the existence of a resonance, caused by the second coaxial mode, was not entirely eliminated. The dimensions of the coaxial line are such that this mode may propagate in the completely filled section and in all probability it can do so in the partly filled sections. There should be little tendency to excite this mode, however, because it is an asymmetrical mode while the bead is supposed to be made as nearly symmetrical as possible. One should bear in mind the possibility of encountering resonance trouble, especially if the beads themselves are not symmetrically made or if they are placed near some circuit which tends to excite the second coaxial mode. For example, such beads should not be placed near a transition unit from coaxial line to waveguide, nor near a coaxial-line stub support.

This same warning is applicable, to some extent, to most coaxialline beads. It is particularly pertinent when the line size is so large compared with the operating wavelength that propagation of the second mode becomes possible in the bead. In such large lines the second mode
is not attenuated very rapidly in the air-filled part of the line; consequently, special care must be taken to keep beads at a safe distance from asymmetrical circuits. As an example of this difficulty, erratic behavior was noticed in an attempt to design a transition from coaxial line to waveguide for a wavelength of 3.3 cm , and the trouble was traced to the bead of the type $N$ connector which supported the coaxial line about a quarter inch from the waveguide wall. When this bead was moved to a distance of about three-cuarters of an inch, normal behavior was obtained.


Fig. 4.23.--simple T-stub support for coaxial line.
4.4. Stub Supports and Angles.-The impedance mismatch introduced by dielectric bead supports in coaxial lines causes increasing difficulty as the wavelength becomes shorter. It is fortunate that an alternative method of supporting the central conductor becomes practical at these shorter wavelengths. This method employs a branch line of the type illustrated in Fig. 4.23, which is commonly referred to as a "stub support."

Simple T-stub Supports.-The principle of operation of such a stub support is briefly as follows: at the junction point, the voltage between inner and outer conductors of the branch line is the same as that across the main line at that point, and the current flowing into the junction from the input line (for example, that in the center conductor from the left-hand branch) is divided between the branch line and the output line. On the basis of these observations it can be said that the stub line is a shunt circuit in parallel with the main line.

The stub line is terminated in a metallic short circuit, so that it presents a purely susceptive admittance at the junction.

$$
\begin{equation*}
Y_{s}=-j Y_{0} \cot \frac{2 \pi l}{\lambda}=j B_{s} \tag{30}
\end{equation*}
$$

The characteristic admittance of the stub line is assumed to be equal to that of the main line $Y_{0}$ since it will be in the usual type of stub in which the same size conductors are used in both the stub) and the main line. At any given wavelength $\lambda$ the length $l$ may be chosen equal to $\lambda / 4$,
in which case Eq. (30) becomes

$$
\begin{equation*}
Y_{s}=-j Y_{0} \cot \frac{\pi}{2}=0 \tag{31}
\end{equation*}
$$

Under these conditions the stub line presents zero susceptance at the junction, so that it does not introduce any mismatch into the main line.

If the stub line is made of length $l=\lambda_{\mathrm{B}} / 4$, the susceptance introduced by the stub at any wavelength $\lambda$ is, by Eq. (30),

$$
\begin{equation*}
B_{s}=-Y_{0} \cot \left(\frac{\pi}{2} \frac{\lambda_{0}}{\lambda}\right) \tag{32}
\end{equation*}
$$



Frg. 4.24.—Performance curves for simple T-stub.


Fig. 4.25.-Stub length vs. wavelength for match for stubs of Fig. 4.24,

The voltage standing-wave ratio introduced into the input line by this susceptance shunting the main line is given by Item 8 of Table $2 \cdot 2$ and by the curve of Fig. 2•12. The theoretical-performance curve for a simple T-stub of this type is given by Curve $a$ of Fig. 4•24. Measurements reported by Pound ${ }^{1}$ on three experimental models are plotted as Curves $b, c$, and $d$. The frequency sensitivity of the actual stubs is seen to be in good agreement with that predicted by simple theory.

In Fig. $4 \cdot 25$, the stub length giving perfect match at a wavelength $\lambda$ is plotted against $\lambda$ for the three stubs of Fig. 4.24. Comparison with calculated quarter-wave values shows marked deviation between experiment and simple theory. An extremely useful correlation which is approximately valid for many line sizes and wavelengths is presented in Curve II which indicates that the stub length should be approximately a quarter wavelength, measured from the inner surface of the

[^18] 942.
outer conductor. The simple theory does not predict the correct stub length because the fields and currents in the region of the junction are badly distorted, and the region within which such distortions exist is an appreciable fraction of a wavelength. The approximate correlation between the quarter-wave value and the stub length measured from the inside surface of the outer conductor of the main line could hardly be other than fortuitous, but it is nevertheless a bit of information worth remembering.

In view of the discussion of the preceding paragraph it might be felt that it is rather remarkable that any stub) length may be found that


Fic. 4.26.-Brondband T-stule supporit.


Fit. $4 \cdot 27$. - Performance of broadband stub in $\frac{7}{8}$-in. coaxial line. $I=$ theoretical simple stub; $I I=$ theoretical broadband; III = experimental.
yields perfect match past a T-stub. As a matter of fact, perfect match is not achieved by any choice of stub length in the right-angle stub support to be discussed presently (see Fig. 4•26). The obvious difference between these two types of stub supports is that the straight-through T has perfect output-input symmetry with respect to the plane passing through the stub perpendicular to the axis of the main line, while there is no such plane of symmetry in the right-angle stub.

It can be shown in a perfectly general way that any circuit that possesses this property of symmetry can be adjusted to give a perfect match, while those not possessing such symmetry cannot, in general, yield perfect match. The methods by which this general proof is given are discussed in another volume of this series (see Vol. 8, Chap. 9).

Throughout the foregoing discussion the stub is assumed to be of perfectly conducting metal and hence loss-free. An accurate calculation of the loss to be expected from a stub support is extremely difficult mathematically, but an estimate may be easily made based on simple theory which should be approximately correct. It is likely that the actual loss is somewhat higher than this estimate because of additional
currents in the junction region that are associated with the fringing fields existing there. According to the simple theory the maximum voltage amplitude in the stub branch occurs at the junction and is just equal to that in the main line, while the maximum current amplitude occurs at the short-circuiting plug and is just equal to the current amplitude in the main line. The amplitude of the current decreases cosinusoidally from the short-circuiting plug to zero at the junction. Since the conductor losses at any point in a line are proportional to the square of the current amplitude at that point, the losses in a quarter-wave stub may be shown to be just half that in a quarter wavelength of the main line.

The power-handling capacity of a stub-supported line is, of course, less than that of the section between supports, but the magnitude of this effect for a simple stub is not well known, either theoretically or experimentally. An indication of the magnitude is obtained from experiments on the standard $\frac{7}{8}-\mathrm{in}$. coaxial line, which would be expected to break down at about 1200 kw pulse power, assuming the critical or breakdown field to be 30,000 volts $/ \mathrm{cm}$. A short smooth section of such a line, held between sections tapering from a larger size line, gave breakdown at about 800 kw , while a section of line supported by the broadband stub (to be discussed later in this section) broke down at about 600 kw .

Broadband T-stubs.-The wavelength sensitivity of the simple stub support was higher than desirable. The first attempts to circumvent this difficulty followed the earlier procedure used in bead supports, namely, spacing two such stubs at one-quarter or three-quarters wavelength apart. By choosing individual stub lengths correct for one wavelength and spacing them for cancellation at another, an acceptable double-tuned circuit response was achieved. ${ }^{1}$

An ingenious method of compensating for the frequency sensitivity of a single stub was proposed by Pound. ${ }^{2}$ The view of Fig. $4 \cdot 26$ shows the structure, and the admittance charts of Fig. $4 \cdot 28$ illustrate the principle. The points on the admittance diagrams labeled $r, s, t$, and $u$ correspond to the same points on Fig. 4.26. Assuming a generator to be located at the left of the stub and the output line at the right to be matched, the admittance may be traced through the stub assembly from right to left. At midband, Fig. $4 \cdot 28 a$, the stub length has been chosen so that it will introduce no shunting effect at the point st; and the low-impedance section $r u$ is exactly half a wavelength long so that its input admittance is equal to its output admittance $Y_{0}$. Thus the stub is perfectly matched at $\lambda_{0}$. At a particular wavelength $\lambda_{2}>\lambda_{6}$,

[^19]the line section $r s$ is less than $\lambda_{2} / 4$ in length; consequently, the admittance at $s$ is capacitive as shown in Fig. $4-28 b$. But the stub length is also less than $\lambda_{2} / 4$; therefore, it adds a shunt inductance effect to bring the admittance to the point $t$, symmetrically below $s$. The other half $t u$ of the broadbanding transformer then transforms this admittance back

(a)

(b)

(c)

Fig. 4.28.-Admittance diagrams for broadband T-stubs. (a) Stub is equal to $\lambda_{0} / 4$ and adds nothing. (b) Stub is less than $\lambda_{2} / 4$ and adds inductance. (c) Stub is greater than $\lambda_{1 / 4}$ and adds capacity. to the value of the output admittance $Y_{0}$, and results in perfect match at $\lambda_{2}$. At some particular wavelength $\lambda_{1}<\lambda_{0}$ the conditions are as depicted in Fig. 4.28c. The admittance at $s$ is now inductive, while the stub adds capacitance to give the symmetrical admittance point $t$ which is then transformed by the section $t u$ back to $Y_{0}$.

It can be shown by simple transmission-line theory that the design relations required to achieve perfect match at wavelengths $\lambda_{0}, \lambda_{1}$, and $\lambda_{2}$, are

$$
\begin{align*}
& \tan ^{2}\left(\frac{\pi}{2} \frac{\lambda_{0}}{\lambda_{1}}\right) \\
&=\tan ^{2}\left(\frac{\pi}{2} \frac{\lambda_{0}}{\lambda_{2}}\right)=p^{2},  \tag{33}\\
&\left(\frac{Z_{1}}{Z_{0}}\right)^{3}+2\left(\frac{Z_{1}}{Z_{0}}\right)^{2} \\
&+\frac{1}{p^{2}}\left(\frac{Z_{1}}{Z_{0}}\right)-2=0 . \tag{34}
\end{align*}
$$

Any two of the wavelengths $\lambda_{0}$, $\lambda_{1}$, and $\lambda_{2}$ may be chosen at will; the third and the value of $p^{2}$ will then be determined by Eq. (33) and the impedance $Z_{1}$ will be determined by Eq. (34). A little manipulation of Eq. (33) gives

$$
\begin{align*}
\lambda_{0} & =\frac{2 \lambda_{1} \lambda_{2}}{\lambda_{1}+\lambda_{2}}  \tag{35a}\\
\nu_{0} & =\frac{1}{2}\left(\nu_{1}+\nu_{2}\right)  \tag{35b}\\
p^{2} & =\tan ^{2}\left(\frac{\pi \lambda_{1}}{\lambda_{1}+\lambda_{2}}\right)  \tag{36a}\\
p^{2} & =\tan ^{2}\left(\frac{\pi \nu_{2}}{\nu_{1}+\nu_{2}}\right) \tag{36b}
\end{align*}
$$

On a frequency scale, midband is simply the arithmetic mean of the other two values, while on a wavelength scale the relation is more complicated. ${ }^{1}$

The theoretically predicted and experimentally observed performances of a stub of this type are given in Fig. 4.27. That of a narrow-band stub is given for comparison. In Table $4 \cdot 4$ are given the dimensions that have been experimentally determined for a number of stub supports of this type. For a given line size and wavelength band all dimensions except the stub length $L$ are calculated from the design equations. The stub length is made the design variable and is adjusted until the desired performance curve is obtained.

Table 4.4.-Dimensions for Broadband T-stubs (Fig. 4.26)
All dimensions in inches, wavelengths in centimeters

| Line size | $Z_{0}$ | Conductors |  | Transformer |  | Stub length $L$ | $\lambda_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $d_{1}$ | $d_{2}$ | $d_{3}$ | $L_{3}$ |  |  |
| $\frac{1}{2}$ | 51 | 0.187 | 0.437 | 0.218 | 0.630 | 0.516 | 3.2 |
| $\frac{5}{8}$ | 48 | 0.250 | 0.555 | 0.283 | 1.600 | 1.113 | 8.1 |
| $\frac{7}{8}$ | 46 | 0.375 | 0.811 | 0.425 | 1.600 | 1.238 | 8.1 |
| $\frac{7}{8}$ | 46 | 0.375 | 0.811 | 0.425 | 1.950 | 1.450 | 9.9 |
| $\frac{78}{8}$ | 44 | 0.375 | 0.785 | 0.425 | 1.950 | 1.450 | 9.9 |
| $1 \dagger$ | 75 | 0.250 | 0.875 | 0.327 | 1.970 | 1.311 | 10.0 |
| $1 \frac{1}{4}$ | 50 | 0.500 | 1.152 | 0.573 | 1.600 | 1.425 | 8.1 |
| $1 \frac{5}{8}$ | 53 | 0.625 | 1.527 | 0.725 | 1.950 | 1.750 | 9.9 |

* Not a standard line. An early line used in lound's original design,
$\dagger$ Not a standard line of the 50 -ohm series. Data taken from Microwave Transmissiun Design Data, Sperry Gyroscope Co., May 1944, p. 57.

It is interesting to note the similarity between the response curve of Fig. 4.28 and that of a triple-tuned circuit. These stubs have been designed to give perfect match at three wavelengths differing by some 10 per cent. As the wavelengths $\lambda_{1}$ and $\lambda_{2}$ are chosen closer and closer to $\lambda_{0}, p$ of Eq. (33) becomes larger and larger. In the limit, when $\lambda_{1}=\lambda_{0}=\lambda_{2}$, the coefficient $1 / p^{2}$ of the linear term of Eq. (34) becomes zero. Equation (34) then becomes
${ }^{1}$ This observation is in keeping with the more general principle that the behavior of most circuits tends to be more symmetrical when plotted on a linear frequency scale than when plotted on a linear wavelength scale. Specific examples of this principle, in which perfect symmetry in the plot of VSWR vs. frequency is given by the theory, are (a) the half-wave bead and three-quarter-wave beads of Sec. 4.3, (b) the simple T-stub of this section, and (c) the complete broadband stub assembly being discussed here. Usually, any simple device, matched at a frequency $\nu_{0}$ and involving only elements whose electrical angles are some multiple $n$, either even or odd, of $\pi / 2$ at midband, will possess this symmetry. These observations constitute a rather strong argument in favor of plotting performance curves in terms of frequency.

$$
\begin{equation*}
\left(\frac{Z_{1}}{Z_{0}}\right)^{3}+2\left(\frac{Z_{1}}{Z_{0}}\right)^{2}-2=0 \tag{37}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\frac{Z_{1}}{Z_{0}}=0.8393 . \tag{38}
\end{equation*}
$$

This solution corresponds to the critically coupled triple-tuned circuit which is perfectly matched at midband, and at midband only, and which has a very flat response curve in the neighborhood of midband. As $Z_{1}$ decreases from the value $Z_{0}$ toward the value $0.8393 Z_{0}$, the performance curve starts from that of a simple stub and becomes progressively flatter until it reaches critical coupling. Any further decrease in $Z_{1}$ causes the overcoupling response curve to appear, and the spread in the wavelengths $\lambda_{1}, \lambda_{0}, \lambda_{2}$ becomes progressively larger as $Z_{1}$ decreases. If $Z_{1}$ is decreased too much, rather high mismatch will begin to appear in the intervals between these three wavelengths. For the stubs of Table 4.4 the VSWR remains well below 1.01 (by calculation) in these intermediate intervals. Incidentally, the wavelengths $\lambda_{1}$ and $\lambda_{2}$ spread rapidly as $Z_{1}$ decreases. For $\lambda_{1}=0.9 \lambda_{0}$, one obtains $Z_{1}=0.835 Z_{0}$, which is only one-half of 1 per cent lower than the critically coupled value, 0.8392 . A variation of another half per cent to $Z_{1}=0.831 Z_{0}$ makes $\lambda_{1}=0.87 \lambda_{0}$.

There is a small phase distortion in the broadband T-stub which should be taken into consideration when the application demands high precision in this regard. Pound ${ }^{1}$ evaluated this distortion, both theoretically and experimentally, for the $\frac{7}{8}$-in. line version. The correction $\Delta L$ to be applied to the mechanical length of line containing such a stub in order to obtain its equivalent electrical length was found to have the values given in Table 4.5 .

Table 4.5.-Phase Distortion in Broadband Steb Suppurt of Fig. 4.28 Electrical length $=$ mechanical leagth $+\Delta L$.

All units are in centimeters

| $\lambda$ | 8.4 | 9.0 | 10.0 | 11.0 | 11.4 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $د L$ | -0.15 | -0.08 | 0 | +0.10 | +0.15 |

Right-angle Stubs.-Stub-supported coaxial lines are usually made of rigid tubing supported at fairly large intervals, so that the line is not easily bent. The necessary changes in direction required of the line are accomplished by means of stub angles which are modifications of the T-stuh previously disensied. It is nearly always possible to lay out the transmission-line arrangement in such a way that simple $90^{\circ}$ changes
${ }^{2}$ R. V. Pound, "Phase Distortion in Broad Band Stub Supports," RL, Report No. 53-6, Aug 17, 1942.
of the axial direction of the line accomplish the desired interconnections between circuits in a straightforward manner.

The physical arrangement and performance of simple stub angles having various stub lengths are given by Fig. 4.29. These performance curves, unlike those of the T-stubs discussed earlier, do not present a perfect match to the input line at any wavelength. Each curve goes through a minimum VSWR at a different wavelength, and the stub


Fig. 4.29.-Simple stub angle. (a) Dimensions. (b) Performance curves for a line with $d_{1}=0.375^{\prime \prime}$ and $d_{2}=0.785^{\prime \prime}$.
length is plotted against the associated optimum wavelength as Curve I of Fig. $4 \cdot 30 b$. The stub length $L$ is rather close to the quarter-wave value, Curve II. As the wavelength of best match becomes longer the minimum VSWR goes down, as clearly illustrated by Fig. 4•30a. This type of behavior is expected because, as the wavelengths become large compared with the line dimensions, junction effects should become of decreasing importance. Unfortunately this type of stub angle lacks the T-stub property of symmetry that is responsible for attaining perfect match.

In order to obtain a matched stub angle it is necessary to introduce an impedance transformer. One such design and its performance curve is given in Fig. 4.31. This design is based on Pound's work, ${ }^{1}$ which gives impedance diagrams showing how the broadbanding, evident by comparison with the dashed curve representing a theoretical stub, is achieved.

Soon after this design was completed, the wall thickness of the outer ${ }_{1}$ Ibid.
conductor of the $\frac{7}{8}-\mathrm{in}$. line was changed from 0.045 to 0.032 in ., and it was assumed that this slight change would not affect the performance enough to require a redesign. Later it was found that the stubs being


Fig. 4.30.-Minimum VSWR (a) and optimum stub lengths in inches (b) for stub angles of Fig. 4-29.


Fig. 4.31.—Stub angle matehed by undercut transformer. (a) Dimensions. (b) Performance curve.
made according to this design but using the thinner tubing gave a VSWR of about 1.10 at wavelength of 10.7 cm . It does not seem likely that the small change in wall thickness could have caused such a large mismatch to appear, but no other source for the error has appeared.

In some applications, the length of the side branch (over two inches to the end of the transformer section) is objectionable. For this reason, as well as that of the unexplained mismatch previously mentioned, alternative stub angles are preferred. One alternative is that of using the simple sleeve transformer of Fig. $4 \cdot 32 a$. The sleeve transformer is


Fig. 4.32.-. Stub angle matched by sleeve transformer. (a) Design. (b) Performance.

(a)

Fis. 4.33.-Universal stub. (a) Dimensions. (b) Performance curves for $\frac{7}{8}-\mathrm{in}$. stub for $\lambda_{0}=10 \mathrm{~cm}$. Curve I, straight T-stub; Curve II, stub angle.
fairly short, leading to an extremely compact stub. Since the response curves (see Fig. $4.32 b$ ) are about like those of a theoretical stub, this design is not to be recommended for bands of width greater than about 6 to 8 per cent. This design was evolved especially for operation at a wavelength of 9.1 cm , where none of the other stub angles was well matched. It was later discovered that a simple change of stub length gave fair results at other wavelengths.

Universal Stubs.-A stub which may serve either as a straight-through T-stub or as a stub angle, depending on the way in which the parts are assembled, is shown in Fig. 433a. When the short-circuiting plug is
assembled as shown in solid lines at position $P$, a stub angle results. Ordinary coaxial-line connectors are then attached to the left and top branches for connection to other sections of line. If the plug is assembled at position $P^{\prime}$ (shown in phantom) and a standard connector is attached to the right-hand branch line, a straight-through T-stub results. The dimensions for three such stubs are given in Table 4.6. The performance curves for the universal stub in the $\frac{7}{8}$-in. line size are given in Fig. $433 b$ and the dimensions are those given in Table 4•6. It was found necessary to increase the original value of $L_{1}$ by 0.070 in . in order to obtain the result of Curve I. It may be that some modification of $L_{2}$ would improve the stub-angle performance of Curve II.

Table 4-6.-Dimensions for Universal Stebs of Fig. 4.33 All dimensions in inches, wavelengths in centimeters

| Line <br> size | $Z_{0}$ | $d_{1}$ | $d_{4}$ | $d_{3}$ | $d_{4}$ | $L_{1}$ | $L_{2}$ | $L_{3}$ | $L_{4}$ | $\lambda_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{5}{8}^{*}$ <br> $\frac{7}{8}$ | 48 | $\mathbf{0 . 2 5 0}$ | 0.555 | 0.283 | 0.294 | 1.181 | 1.050 | 1.950 | 1.100 | 9.9 |
| $1 \dagger$ | 75 | 0.250 | 0.875 | 0.327 | 0.342 | 1.410 | 1.100 | 1.970 | 1.310 | 10.0 |

[^20]Miscellaneous Stubs.-A number of other types of stub have been proposed to fulfill special requirements. A few of these are illustrated in Fig. 4.34 . Figure $4 \cdot 34 a$ is a modification of the broadband T-stub which has the advantages of greater rigidity and of mechanical balance. It is especially well suited to applications in which it is required to support a section of coaxial line which is rotating at high speed about its axis.

The stub of Fig. $4.34 b$ is a special type of stub angle in which symmetry between input and output halves has been introduced. It was pointed out in the discussion of ordinary T-stubs and stub angles that it is usually possible to obtain an impedance match with simple symmetrical circuits (for example, simple stub angle). It was indicated in Fig. 4.22 that this effect becomes more pronounced as the wavelength becomes shorter, and extremely poor conditions can be expected to arise as the wavelength approaches that corresponding to the cutoff of the second coaxial mode. The stub of Fig. $4 \cdot 34 b$ was designed for the largest line usable in the $10-\mathrm{cm}$ band, and it was very satisfactory, whereas attempts to make a stub angle of the usual type had proved most unsatisfactory. The enlargements of the center conductor are not needed for matching but serve rather as broadbanding transformers.

Diagram $4 \cdot 34 c$ illustrates the use of a smaller coaxial line within the center conductor of the standard $\frac{7}{8}-\mathrm{in}$. line, the $\frac{3}{8}-\mathrm{in}$. tube being common to both lines. In the diagram the outer line is supported by a broadband T-stub, while the smaller line is a simple narrowband stub matched for a wavelength of 9.1 cm .
 (a) Cross stub support in standard $\frac{7}{8}$-in. line
tandard $1 \frac{5}{5}-\mathrm{in}$. line $\left(\lambda_{0}=9.9 \mathrm{~cm}\right) . \quad$ (c) Stub within ( $\lambda_{0}=10 \mathrm{~cm}$ ). (b) Cross stub angle in standard $1 \frac{5}{8}-\mathrm{in}$. line ( $\lambda_{0}=9.9 \mathrm{~cm}$ ). (c) Stub within a stub in standard $\frac{7}{8}-\mathrm{in}$. line (inner stub for $\lambda=9.1 \mathrm{~cm}$ ). (d) Internal stubs in a large line (dimensions comparable to $\lambda$ ).

A simple stub of the type shown in Fig. $4 \cdot 34 d$ might be expected to present an almost complete short-circuiting effect to the line. For wavelengths that are long compared with the line dimensions this is indeed the case, but for lines that are almost large enough to propagate the second coaxial mode the mismatch due to such a stub is surprisingly small. It was found that a single $\frac{3}{8}-\mathrm{in}$. rod used in this manner to support the $\frac{5}{8}-\mathrm{in}$. center conductor of the $1 \frac{5}{8}-\mathrm{in}$. line gave a VSWR of about 1.2 at 9.1 cm , increasing linearly with wavelength to a value of 2 at about 10.7 cm . A spaced pair showed some promise ( $r<1.10$ from $\lambda=9.0$ to 9.5 cm ), but the problem was not pursued further as
there seemed little prospect of a good broadband performance in the $10-$ to $11-\mathrm{cm}$ wavelength region for which a stub was desired.

It may be that the approach of the wavelength toward propagation of the second coaxial mode is the essential factor in giving a low VSWR, but it is also possible that the fact that the stub length approaches the quarter-wave value at about the same time is the more important. If the latter explanation is the true one, a better performance would be expected from higher-impedance lines, since the radial distance between outer and inner conductors is greater for a high-impedance line than for a


Fig. 4.35.-Simple types of quarter-wave coaxial transformers.
low-impedance line having the same cutoff wavelength for the second mode.

In addition, various "trick" shapes may be tried for support. Making the supporting rod of smaller diameter may be beneficial. It has been reported that the Raytheon Laboratories have had success with shapes that introduce a "capacity-loading" effect, while the Sperry Laboratories have found a thin wafer-like structure with a spiral effect to be extremely handy as a completely internal metallic support.

The chief limitation of the stub shown in Fig. $434 d$ and the other types of internal stub mentioned seems to be in their power-handling capacity. Experimental results are not known to the author, but it does not seem likely that any of these supports would be applicable where high peak powers are transmitted.
4.5. Coaxial Impedance Transformers.-Four simple types of coaxialline transformers are illustrated in Fig. 4.35. For a general discussion
of the principles underlying the use of transformers in impedancematching the reader is referred to Sec. $2 \cdot 15$ and to Slater. ${ }^{1}$ There are of course other ways of changing the characteristic impedance of a coaxial line, including combinations of those shown, and any such arrangement may be used as a transformer. Those shown include the more important ones, however.

The most commonly used type is that of Fig. $4 \cdot 35 a$. It is shown as a sleeve to be slipped over the center conductor, in which form it is very convenient to use as a trial transformer. A narrow longitudinal slot may be sawed the full length of the sleeve in order to permit sliding it along the line. After the proper size and position of the trial transformer sleeve have been found, it is advisable to make a confirming measurement with the sleeve soldered in place because of the possibility of faulty contacts between sleeve and center conductor. In manufacturing practice the transformer may be a soldered sleeve or it may be formed by


Fig. 4.36.-Characteristic impedance of coaxial line. machining the center conductor and transformer from a solid rod of larger diameter. Machining is usually more practical for short sections and the sleeve technique is preferred for longer lengths.

The characteristic impedance of the transformers shown may be calculated from the usual formula

$$
\begin{equation*}
Z_{0}=\frac{138.2}{\sqrt{k_{c}}} \log _{10} \frac{b}{a}, \tag{39}
\end{equation*}
$$

or read from Fig. 436 . The radii $b$ and $a$ and the relative dielectric constant $k_{e}$ are, of course, those in the transformer section. It is evident that the characteristic impedance may be decreased compared with that of the main line (1) by increasing $a$ (Fig. 4-35a), (2) by decreasing $b$ (Fig. $4 \cdot 35 c$ ), or (3) by increasing $k_{e}$ (Fig. $4 \cdot 35 d$ ). The impedance may be increased (1) by decreasing $a$ (Fig. 435b), (2) by increasing $b$ (not shown, because it is little used), or (c) by decreasing $k_{e}$ (a possibility only if the main line is dielectric-filled). Various combinations of these six alternatives are possible, and the resulting characteristic impedance may be calculated by Eq. (39) or read from Fig. $4 \cdot 36$.
${ }^{1}$ J. C. Slater, Microwave Transmission, MeGraw-Hill, New York, 1942, pp. 55-63.

Of the transformers shown in Fig. 4.35, only that of Fig. $4 \cdot 35 d$ is free from distortions in the electric and magnetic fields at the junction between main line and transformer. It was mentioned in Sec. $2 \cdot 12$ that a change in diameter of either or both conductors of a coaxial line sets up fringing fields which introduce a shunt-capacity effect, as indicated by the equivalent circuit of Fig. 241. More will be said about this effect in the following section. It is well to point out at this time that this shunting effect must be taken into consideration if extreme precision is required in the use of matching transformers. Fortunately, the two shunt capacitances are spaced a quarter wavelength apart and as a result tend to cancel each other to a certain extent.

As an illustration of the magnitude of the error introduced by neglecting the discontinuity capacitances, a typical numerical example should be considered. At a wavelength of 10 cm in the standard $\frac{7}{8}-\mathrm{in}$. OD coaxial line, a sleeve transformer is to be used (Fig. 4.35a) to match out a VSWR of 2.56 . On the basis of simple theory, this requires a transformer of characteristic impedance $Z_{0} / 1.6$ and of length 2.50 cm placed with its output end at a voltage-minimum point. The susceptance that may be calculated ${ }^{1}$ at each end of the transformer amounts to $0.04 Y_{0}$, and experimental values are in good agreement. If the transformer is placed with its output end exactly at the voltage minimum, the resulting VSWR will be about 1.025 rather than 1.000 as expected from simple theory. The input admittance is slightly capacitive and is almost identical with that which would be predicted by simple theory for a transformer placed $0.004 \lambda$ ( 0.016 in .) too close to the generator. As one might infer from the last observation, almost perfect match may be achieved by displacing the transformer an equal distance toward the load.
4.6. Coaxial-line Discontinuities.-Several references (Secs. 2.12, $2.15,4.3,4.5$ ) have already been made to the existence of an equivalent shunt capacity at the point where either conductor (or both) of a coaxial line undergoes an abrupt change of diameter. The purpose of this section is to present a very bricf qualitative explanation of this effect and to give a few useful curves and illustrative examples. Thorough theoretical treatments ${ }^{2}$ and numerical results ${ }^{3}$ exist in the literature, and the reader is referred to them if additional material is desired.

[^21]The field structure in the neighborhood of a step discontinuity is of the form shown in Fig. 4.37a. All field lines end normal to the metallic boundary since no tangential component of $E$ may exist there. The principal- or lowest-mode field is purely radial; consequently it is obvious that there are some longitudinal components of field present which do not belong to this mode. The longitudinal components may be thought of as belonging to higher mode $E$-waves (those modes with longitudinal component of $E$ but not of $H$, also called " $T M$-waves"). If the dimensions of either (or both) of the lines are large enough to propagate any of these higher mode $E$ waves, a part of the power incident on the discontinuity will be transformed into such $E$-mode waves traveling away from the discontinuity in the large line (or lines). Usually this is undesirable, and in order to avoid transfer of power into higher-mode waves of both $E$ and $H$ types the dimensions of lines actually used are limited so that only the lowest mode may be propagated.

It is shown in the theoretical references that the effect of the discontinuity is exactly represented by an equivalent circuit of the type given in Fig. 4.37 c provided the lines are both capable of propagating only the lowest mode. This equivalent circuit is valid


Principal wave current, line $B$

b)

Principal wave current, line $\boldsymbol{A}$


Fig. 4.37.-Step discontinuity in coaxial line. (a) Electric fields at the discontinuity. (b) Plot of the variation of the currents across the discontinuity. (c) Equivalent circuit of the discontinuity. only for impedance measurements made at a distance from the discontinuity which is large enough to ensure that the higher order fields have been attenuated to negligible values. It assumes also that no other discontinuity occurs close enough to couple to these higher order fields. This consideration is sometimes termed the "proximity effect," and methods of treating it are given in the references. Usually, the proximity effect lowers the capacity of each discontinuity by an amount depending on the physical arrangements of the discontinuities and on their separation. If two discontinuities are separated by a distance greater than the separation between inner and outer conductors of the line between them, little interaction results, and the reduction in individual capacitances is negligible. For certain arrangements, namely those for which the fields
between the discontinuities are relatively undistorted (as in line $A$ of Fig. $4 \cdot 37 a$ ), much closer separations may be tolerated.

Four common types of step discontinuity are given in Fig. 4.38. By using the formulas given in the legend, in conjunction with the curve

of Fig. 4.39, a good estimate of the junction capacity may be made. The equivalent circuits are all of the type given in Fig. $4 \cdot 37 c$, where

$$
\begin{equation*}
Y_{d}=j C \omega, \tag{40}
\end{equation*}
$$

and $Z_{0 A}$ and $Z_{0 B}$ are the ordinary characteristic impedances of the coaxial lines $A$ and $B$.

Figure 4.39 is taken from Whinnery and Jamieson (loc. cit.) and applies exactly only for step discontinuities in parallel-plane transmission lines. It gives accurately the capacity per unit width caused by a step in such a line; when this value is multiplied by the appropriate circumference ( $2 \pi r_{1}$ or $2 \pi r_{2}$ as indicated in the legend of Fig. $4 \cdot 38$ ), a good approximation to the discontinuity capacity in a coaxial line of the same step ratio $\alpha$ is obtained. It may be noted that the appropriate radius is that common to lines $A$ and $B$. The error involved in the approximation depends, for a given step ratio, on the diameter ratio of the coaxial conductors. If the largest diameter ratio of either line is below five, the approximation is good to within better than 20 per cent for all values of $\alpha$ plotted. Greater accuracy may be obtained by study of the references cited above.

The appearance of the dielectric constant $k_{e}$ in the formulas of Fig. 4.38 requires further explanation. Referring to Fig. $4 \cdot 37 a$ it will be noticed that the field in line $A$ is relatively undistorted; therefore the value of the dielectric constant in line $A$ should have little effect on the higher mode fields. It is the dielectric constant in line $B$, where the principal distortions of field occur, that has the major influence on the higher-mode fields and hence on the discontinuity capacity. The values of $C_{d}^{\prime}$ from Fig. 4.39 are based on air dielectric and thus must be multiplied by the appropriate dielectric constant to obtain the actual capacity. In all cases except $C_{3}$ of Fig. $4 \cdot 38$, the major field distortions occur in line $B$.

In the case of the double step of Fig. $4 \cdot 38 c$, the total junction capacity is well approximated by considering it to be composed of the two capacitances $C_{2}$ and $C_{3}$ added in parallel. To justify this statement, the outer conductor can be visualized as displaced slightly to the right creating an intermediate section of line of outer radius $r_{1}$ and inner radius $r_{2}$. In this intermediate section the fields are relatively free of distortion; hence, there is little interaction between the two discontinuities and their capacities may be calculated separately. In view of the remarks of the preceding paragraph, the dielectric con-


Fil. 4•39.-Approximate discontinuity capacitance for coaxial steps. stant $k_{c A}$ is appropriate to the capacity $C_{3}$, while $k_{e B}$ is used in calculating $C_{2}$. As the outer conductor is brought back to the position indicated in the figure these two capacities remain essentially separate, but their shunting actions become located at the same point in the line.

The situation existing in Fig. $4.38 d$ is more complicated, since the fringing fields caused by the two steps are intimately associated. An approximate method of treating the problem, due to Whinnery, gives results which agree fairly well with experiment. An intermediate cylindrical sheet of radius $r_{1}=r_{2}$ (properly chosen) could be inserted as indicated in the figure and the junction capacitances $C_{1}$ and $C_{2}$ of the
internal and external lines that are formed by the methods outlined in connection with Figs. $4 \cdot 38 a$ and $b$ could be calculated. These junction capacitances are treated first by placing them in series with each other and then by connecting the combination across the line.

The value of $r_{1}=r_{2}$ is chosen as that value which makes the total capacitance $C_{d}$ a maximum. Being at a maximum, the value of $C_{d}$ is not very sensitive to slight variations of $r_{1}=r_{2}$ from the correct value.


Fig. 4-40.-Some experimental results on coaxial steps. (a) Dimensions. (b) Comparison between theory and experiment.
A series of measurements ${ }^{1}$ which provides a check on the validity of this procedure is summarized graphically in Fig. 4•40. Unfortunately the experimentally measured values of VSWR are to be trusted to an accuracy of only about $\pm .03$; consequently it is difficult to ascertain if the discrepancy between theory and experiment is real. At any rate, the prediction of theory is certainly close enough to be very useful in many applications.

## WAVEGUIDES

## By Richard M. Walker

4.7. Factors Governing Choice of Dimensions.-The choice of dimensions for a waveguide to be operated at a given wavelength involves the following considerations: (1) mode of operation; (2) cutoff wavelength for the operating mode and the next higher mode; (3) attenuation in the wall surfaces; and (4) voltage breakdown. Waveguide dimensions are usually selected so that only the lowest or fundamental mode can be propagated at the desired wavelength. With such a choice of dimensions, propagation of a higher mode excited by components in the system is rapidly attenuated and the impedance of the system is not changed appreciably. Therefore, the design of components that may excite a
${ }^{1}$ B. P. Washburne, "Couxial-Line Step Discontinuity Admittances," RL Group Report No. 53, July 25, 1945.
higher mode, such as couplings, rotating joints, switches, transitions, and so forth, is simplified. This choice of dimensions also makes it possible to use matching elements such as capacitive and inductive irises and the resonant ring which excite higher modes in the waveguide. Two components or elements in the transmission line which excite a higher mode may form a resonant cavity, the $Q$ of which is determined by the distance between them. Since the attenuation is high for the higher modes, the cavity $Q$ can be made very low by moving the components far enough apart (see Sec. 2.3 for attenuation formulas). An exception to this consideration is made in some cases such as the circular-pipe section of a waveguide rotary joint discussed in Sec. 7.3 where the $T M_{01}$-mode is essential for the rotary-joint operation. The $T E_{11}$-mode that may also be propagated in the circular waveguide is suppressed by resonant rings and by special design to prevent its excitation.

Usually, waveguide transmission systems are similar to high-pass filters in that, for a given choice of inside dimensions, all wavelengths below the cutoff wavelength $\lambda_{c}$ may be propagated. However, where propagation is limited to one mode, the pass band has a lower wavelength limit, determined by the cutoff wavelength for the second waveguide mode. The cutoff wavelengths for any mode may be calculated from the inside dimensions of the waveguide. Formulas for calculating the cutoff wavelengths of rectangular and circular waveguides in the fundamental and higher modes are given in Sec. 2•10.

So far the pass band has been discussed for a waveguide with given internal dimensions. This pass band is fairly wide compared with the operating wavelength band of a radar system. Since the waveguideattenuation and voltage-breakdown characteristics change considerably over the pass band, a portion of the pass band that gives the best over-all operating characteristic may be selected. Figure 4.41 shows the variation of attenuation over the pass band for rectangular waveguide operating in the $T E_{10}$-mode. The curve was calculated from the equation ${ }^{1}$

$$
\begin{equation*}
\alpha_{c}=\frac{0.01107}{a^{3 / 2}}\left[\frac{\left.\frac{1}{2} \frac{a}{b} \frac{\left(\frac{\lambda_{c}}{\lambda_{0}}\right)^{3 / 2}+\left(\frac{\lambda_{c}}{\lambda_{0}}\right)^{-3 / 2}}{\sqrt{\left(\frac{\lambda_{c}}{\lambda_{0}}\right)^{2}-1}}\right] \mathrm{db} / \mathrm{ft}, ., \text {, }}{\lambda^{2}}\right] \tag{41}
\end{equation*}
$$

where $\alpha_{c}$ is the conductor loss, $a$ and $b$ the wide and narrow inside dimensions, respectively, in inches, and $\lambda_{0}$ and $\lambda_{c}$ the free-space and cutoff wavelengths, respectively. In Fig. $4 \cdot 41 \alpha_{c} a^{3 / 2}$ is plotted against $\lambda_{0} / \lambda_{c}$ for three ratios of $a / b-2.12,2.25$, and 2.47. For convenience, the dimension $a$ for Fig. $4 \cdot 41$ is in inches.
${ }^{1}$ Microwave Transmission Design Dala, Sperry Gyroscope Co., May 1944, p. 77


Fra. 441.-Variations of attenuation with $\lambda_{0} / \lambda_{c}$ in rectangular copper waveguide; $a$ is in inches; $\alpha_{c}$ is conductor loss in decibels per foot.

The maximum power that can be carried by a rectangular waveguide operating in the $T E_{10}$-mode with $a>b$ is given by the equation ${ }^{1}$

$$
\begin{equation*}
\frac{P}{E_{\max }^{2}}=6.63 \times 10^{-4} a b\left(\frac{\lambda}{\lambda_{g}}\right) . \tag{42}
\end{equation*}
$$

If $a$ and $b$ are in meters, and the electric field strength $E$ is in volts per meter, the power is in watts. Since

$$
\begin{gather*}
\frac{\lambda}{\lambda_{g}}=\sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}, \\
\frac{P}{E_{\max }^{2}}=6.63 \times 10^{-4}(a b) \sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}} . \tag{43}
\end{gather*}
$$

Figure $4 \cdot 42$ shows the variation of $P / a b E_{\text {mas }}^{2}$ with changes in $\lambda / \lambda_{c}$ over the pass band.

Table 4.7.-Some Wavegitide Constants

| Guide size OD , in. | Wall, in. | Wavelength, cm | $\frac{P}{E_{\max }^{2}}$ | Power,* Mw | Loss, $\dagger$ $\mathrm{db} / \mathrm{m}$ (copper) | Wavelength $\ddagger$ band, em |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |

A. Rectangular ( $T E_{10}$ - Mode)

| $3 \times 1.5$ | 0.080 | 10.0 | $11.7 \times 10^{-3}$ | 10.5 | 0.0199 | $7.3-13.0$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| $2.75 \times 0.375($ ID $)$ | 0.049 | 10.0 | 3.08 | 2.77 | 0.0575 | $7.0-12.6$ |
| $2 \times 1$ | 0.064 | 6.5 | 5.39 | 4.86 | 0.0310 | $4.8-8.5$ |
| $1.5 \times 0.75$ | 0.064 | 5.0 | 2.54 | 2.29 | 0.0633 | $3.6-6.3$ |
| $1.25 \times 0.625$ | 0.064 | 3.2 | 1.97 | 1.77 | 0.0725 | $2.9-5.1$ |
| $1.0 \times 0.5$ | 0.050 | 3.2 | 1.10 | 0.99 | 0.117 | $2.3-4.1$ |
| $0.5 \times 0.25$ | 0.040 | 1.25 | 0.248 | 0.223 | 0.346 | $1.07-1.9$ |

B. Round ( $T E_{11}$-Mode)

| 3 ID | $\ldots .$. | 10.0 | $18.4 \times 10^{-3}$ | 16.6 | 0.0140 | $10.0-11.7$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 OD | 0.032 | 3.2 | 17.3 | 1.57 | 0.0847 | $3.18-3.64$ |

* Calculated values assuming 30,000 volts/cm.
$\dagger$ Calculated values for copper.
$\ddagger$ Based on maximum wavelength 10 '\% below cutoff for lowest mode and minimum wavelength 1 io above that allowing propagation of another waveguide mode. At $10 \%$ below cutoff, the attenuation is ronghly twice, and breakdown power roughly half, that for the short-wave limit. Both become very rapidly worse as cutoff is approuched.

As the cutoff wavelength is approached, the attenuation of a waveguide increases rapidly and the breakdown power decreases rapidly. Therefore, the entire pass band as described above is not used. The use of a range from about 1 per cent above the cutoff wavelength for the second mode to 10 per cent below cutoff for the lowest mode is considered good practice. For narrow-band systems, it is advisable to operate
${ }^{1} \mathrm{Ibid} ., \mathrm{p} .73$.


Fig. 4.42.-Variations in breakdown with $\lambda_{0} / \lambda_{c}$ in rectangular waveguide.
near the center of this wavelength range. At 10 per cent below cutoff for the dominant or $T E_{10}$-mode, the attenuation is roughly twice, and the breakdown power roughly half, that for the short wavelength limit.

The more important characteristics of several commonly used waveguides are presented in Table 4.7.

## WAVEGUIDE COUPLINGS

Two general classes of couplings are used for connecting waveguide sections: (1) the contact coupling, and (2) the choke-flange coupling. The losses and reflections from a contact joint between two sections of tubing are negligible if care is taken to have the sections line up and make good contact across the entire surface. It is considered good design practice to use the more complicated "choke-flange" coupling in service applications instead of the contact coupling because clean, flat, parallel surfaces are hard to achieve and maintain.
4.8. Contact Couplings.--The contact coupling is usually made of flat flanges which are soldered to the ends of the tubing and bolted together as shown in Fig. 4.43 . A joint of this type is often used in experimental impedance-measuring equipment where extreme accuracy is desired. This assembly is usually made by inserting into the line at the junction a plunger carefully machined to make a slip fit in the tubing. After the bolts are tightened, the plunger is pulled out of either end. Each time the coupling is assembled the mating surfaces are usually cleaned to remove corrosion and thereby ensure good contact. By moving one flange back a few mils from the end of the tubing as shown in Fig. 4.43,


Irs. 4-43.-- Contart coupling. a greater pressure may be applied to make good contact over the entire surface. This procedure reduces the mechanical strength of the joint; therefore, the line should have additional support. Reflections from such a coupling can be kept consistently below 1.01 in ISWR by use of this procedure. Tests have shown that a coupling of this type, when carefully made, is better than the average soldered guide-to-guide joint. The contact coupling is not frequency-sensitive.
4.9. Circular-groove Choke-flange Couplings.-Choke-flange couplings consist essentially of a series-branching transmission line whose length is one-half wavelength, thut presenting zero series impelance to the main line. The important feature of such a coupling is that it is broken at a low-curent point $B$ (F̈gr. $\mathrm{ff} \cdot \mathrm{f}$ ) in the branch lime; thas contact troubles are minimized. It is common prartice to make the outer quarter-wavelength section in the form of a circular groove. The depth
$d$ of this groove is chosen a quarter wavelength in order that the minimumcurrent point will occur at the contact between the choke and flange.

For the rectangular-waveguide coupling, the outer groove may be considered as a low-impedance coaxial line excited principally in the second $T E_{10}$-mode as in Fig. $4 \cdot 44 a$. Figure $4 \cdot 44$ illustrates standard chokecoupling designs for rectangular waveguide operating in the fundamental


Fig. 4•44.-Continuous circular-groove choke coupling. (a) Rectangular-waveguide coupling, $T E_{10}$-mode. (b) and (c) Circular-waveguide couplings, TM $\boldsymbol{M}_{01}$-mode.
$T E_{10}$-mode and for circular waveguide operating in the $T M_{01}$-mode. From the symmetry of fields and currents about the vertical line $Y Y$ and the equal but opposite (mirrored) symmetry about the horizontal line $X X$, it is obvious that the excitation of the choke section must be such that it will excite only coaxial modes of similar symmetry. Hence, the $T E_{20-}$ mode would not be excited under normal conditions. If the choke and flange are not lined up perfectly, the $T E_{20}$-mode will be excited to some extent. It is quite likely that a good deal of expitation of the $T W_{30}$-mode is normally present. The currents flowing in the waveguide do not tend to excite the side portions of the circular groove (that is, the portions of
the groove adjacent to the narrow sides of the waveguide). This fact seems to indicate that the fields in the circular groove cannot be adequately described by the $T E_{10}$-mode alone but that a fairly large $T E_{30}$-term plus smaller amounts of higher $T E$-modes are required.

Since the currents in the side walls of the waveguide have no longitudinal component, it is not necessary to provide any choke action along the narrow sides of the waveguide. Therefore, the circular groove may be filled up with metal or not cut at all in this region as indicated in Fig.


Fig. 4.45.-Discontinuous circular-groove choke coupling.
4•45. This procedure is desirable when misalignment between the choke and flange is contemplated as in motional joints (see Sec. $5-20$ ). By this procedure the choke is broken up into two separate portions, one excited by the currents in the top wall and the other by the currents in the lower wall of the waveguide. The two portions may now be considered as separate waveguides. Moreover, the currents in the broad walls of the waveguide, being sinusoidal in their transverse variation, tend to excite the $T E_{10}$-mode in a fairly pure manner.

A coupling of this type is difficult to manufacture; therefore, the circular-groove type has been used for rigid-waveguide couplings. The cutoff wavelengths for the TE-modes are given with very good accuracy, for these low-impedance coaxial lines, by the approximate equation

$$
\begin{equation*}
\lambda_{c}=\frac{\text { average circumference }}{n}, \tag{44}
\end{equation*}
$$

where $n$ is the order of the mode ( $T E_{n 0}$ ). By use of the usual equation relating guide wavelength to free-space and cutoff wavelengths, the depth of groove $d$ in Fig. $4 \cdot 44 a$ can be calculated; a quarter guide-wavelength depth is required. Since the $T E_{10}$-mode is the one chiefly excited, the groove is made a quarter wavelength deep for this mode. The average circumference of the groove is such that the $T E_{30}$-mode wi!
not propagate at the longer wavelengths for which the choke is designed. At the shorter wavelengths, the depth is a very small fraction of a quarter wavelength for the $T E_{30}$-mode.

In the choke coupling for circular waveguide operating in the $T M_{01}$-mode, Fig. $4 \cdot 44 b$, the coaxial groove is excited uniformly over the circumference in the fundamental coaxial mode (assuming perfect alignment). Therefore, the wavelength in this section is equal to the freespace wavelength. The groove depth must be adjusted to balance


Fig. 4.46.-Voltage and current nodes in a radial-transmission line; $r_{1}$ corresponds to a voltage node; $r_{2}$ corresponds to a current node; for $n=1$, evlindrical wave.
junction effects, which makes it deeper than $\lambda / 4$. An experimental method for determining the proper groove depth is described later in this section.

To determine the average circumference in a circular-choke groove that is cut in such a way that the point $B$ on diameter $D$ is at a current minimum position and also a quarter wavelength from point $A$, the section of line between $A$ and $B$ must be considered. This section of line between the main line and the coaxial groove is a radial-transmission line. The proper groove diameter $D$, Fig. $4 \cdot 44 a$, is usually determined by empirical methods. A method for determining this diameter, proposed by Pierce of Bell Telephone Laboratories, ${ }^{1}$ is to vary the radius $r_{1}$ of a purely radial
${ }^{1}$ J. R. Picree, "Design Procedure for Disk Choke Couplings," BTL Report MM-44-120-22, Apr. 26, 1944.
transmission line until no discontinuity is presented in the main-waveguide line. The width of this radial line should be the same as that used in the final choke design ( $y$ of Fig. 4.45). From this radius $r_{1}$, the radius $r_{\mathrm{e}}$ of a circle at the antinode or high-impedance point may be found for the rectangular-waveguide case from the curves of Fig. $4 \cdot 46$, which is reproduced from Pierce's report. It should be mentioned here that in some instances the proper groove diameter will intersect the waveguide. If this is so it is impossible to make a simple circular choke which will give both a perfect match and very low leakage. Either match or low leakage


Fig. 4-47.-Voltage and current nodes in a radial-transmission line; $r_{1}=$ voltage node; $r_{2}=$ current node; $n=0$, cylindrical wave.
must be sacrificed. This situation has been encountered in 0.170 - by $0.420-\mathrm{in}$. ID and $1 \frac{1}{8}-$ by $\frac{5}{8}$-in. ID waveguides operating at free-space wavelengths of 1.25 cm and 3.3 cm , respectively. The only way to preserve both is to go to some other groove shape or to a discontinuous circular groove as illustrated in Fig. $4 \cdot 45$. Grooves of other shapes for choke couplings are discussed later in Sec. 49 . For the circular-waveguide choke coupling, Fig. $4-47$ gives the same relations.

Having calculated the groove depth for the correct diameter $D$ as outlined, it may be desirable to check experimentally to see that this depth gives the expected current minimum at the choke-flange contact. In the same report, Pierce has proposed one such check. Figure $4 \cdot 48$ illustrates the Pierce method for determining the correct groove depth. The method consists essentially in opening the choke-flange contact and inserting at this point a variable-length transmission line short-circuited
at its outer diameter. This transmission line may be coaxial or radial as shown in Fig. $4 \cdot 48$. With this arrangement, the main line is shortcircuited a half wavelength beyond the choke opening to give maximum excitation of the choke, and the position of the minimum voltage $L_{1}$ is found for various lengths of the added line $L_{2}$. Figure $4 \cdot 48$ shows the
 form of the $L_{1}-v s .-L_{2}$ curves for good and bad choke designs. The curves show essentially the sharpness of the resonance created when the variable-line length $L_{2}$ is approximately $\lambda / 4$, since the choke depth is also a quarter wavelength. Since a gap is created in place of the choke-flange contact, the conditions at this junction are not quite the same as those in actual practice; however, if the gap is kept small, this objection is probably not very serious.

Where choke-flange couplings are to be separated to eliminate shock mounting, it is advisable to limit the external diameter of the coupling so that the outer edge is a quarter wavelength from $B$. In this case the open circuit at the edge is transformed to a low im-
Iig. 4.48.-Pierce method for design of choke grooves. (a) Coaxial-plunger method. (b) Washer method. (c) Curves showing good and bad chokes. pedance across the gap at $B$. This low impedance is in series with a much higher impedance so that leakage is minimized.

So far no mention has been made of the factors affecting the performance of such a coupling over a broad band of wavelengths. Obviously the choke groove cannot be the right depth to give zero current at the contact over a broad band. Hence, a certain amount of leakage and contact losses will occur on each side of the design wavelength. Similarly, the effective over-all choke length cannot be half a wavelength over a broad band; consequently some mismatch will occur at each side of the design wavelength. Such effects may be minimized by making the characteristic impedance $Z_{x}$ of the outer groove much larger than that of the radial section $Z_{y}$ as shown in Fig. $4 \cdot 44$. The impedance at point $B$ in Fig. $4 \cdot 44$ is

$$
\begin{equation*}
Z_{B}=j Z_{x} \tan \beta_{1}, \tag{45}
\end{equation*}
$$

where $\beta_{1}=2 \pi d / \lambda_{x}$, and $\lambda_{x}$ is the guide wavelength in the outer groove.

Then at point $A$ the impedance $Z_{A}$ can be calculated from the usual linetheory formula using $Z_{B}$ as the load for the radial line. The impedance at point $A$ is then

$$
\begin{equation*}
Z_{A}=Z_{y} \frac{Z_{B}+j Z_{y} \tan \beta_{2}}{Z_{y}+j Z_{B} \tan \beta_{2}}, \tag{46}
\end{equation*}
$$

where $\beta_{2}$ is the effective angular length of the radial-line section. The relation between effective and actual length of the radial line is not important. In this discussion it is assumed that $l^{\prime}$ and $\lambda_{y}^{\prime}$ are the effective values of length and guide wavelength for the radial section; then,

$$
\begin{equation*}
\beta_{2}=\frac{2 \pi l^{\prime}}{\lambda_{y}^{\prime}} . \tag{47}
\end{equation*}
$$

Inserting the value of $Z_{B}$ given by Fq. (45) into Eq. (40) and simplifying, we have

$$
\begin{equation*}
Z_{A}=j Z_{y} \frac{\left(Z_{x} \tan \beta_{1}\right)+\left(Z_{y} \tan \beta_{2}\right)}{Z_{y}-Z_{2} \tan \beta_{1} \tan \beta_{2}} . \tag{48}
\end{equation*}
$$

In practice, both $\beta_{1}$ and $\beta_{2}$ are very nearly $\pi / 2$; hence if $\beta_{1}$ is equal to $\pi / 2+\delta_{1}$ and $\beta_{2}$ is equal to $\pi / 2+\delta_{2}$, $\tan \beta_{1}$ and $\tan \beta_{2}$ are approximately $-1 / \delta_{1}$ and $-1 / \delta_{2}$, respectively. Lsing these assumptions
and in practice $\left(Z_{\nu} / Z_{x}\right) \delta_{3} \delta_{2} \ll 1$; therefore

$$
\begin{equation*}
Z_{A} \approx-j Z_{y}\left(\delta_{2}+\frac{Z_{y}}{Z_{x}} \delta_{1}\right) . \tag{50}
\end{equation*}
$$

This reactance appears in series with the line impedanee of the main waveguide.

The roltage standing-wave ratio introdued in the main line is very nealy $1-Z_{A} Z_{i}$. The important puints to be moted from the above disenssion are these:

1. The mismatch is direetly proportiomal to $Z_{y} Z_{n} ;$ henere for lowest mismatch $Z_{y}$ should be as low an practical (that is, $y$ as small ats practical).
2. If $Z_{x} \gg Z_{y}$, the contribution to the mismatsh by $\delta_{1}$ is negligible compared to that hy an equal $\delta_{2}$, hence $Z_{x}$ should be made large compared to $Z_{y}$ (that is, $x>y y$ ). This makes the mismateh more sensitive to choke-groove diameter $l$ ) than to the depth $d$. In general, $x$ is male from two to five times as large as $y$.
4.10. Other Choke Couplings.-Two general types of grooves other than circular ones discussed in Sec. 4.8 have been used in the design of choke-flange couplings for rectangular waveguide. One is known as the British-type choke, Fig. $4 \cdot 49 a$, and the other type, the Chu choke, is represented by the two chokes shown in Figs. $4 \cdot 49 b$ and $c$. Both types are similar in operation to the discontinuous circular-groove choke couplings in that no choke action is used along the narrow-waveguide walls. Although both types are quite good electrically, they are very difficult to manufacture; therefore they have only been used in special applications.

The British-type choke can be designed quite successfully and easily by direct calculations since the guide wavelength is the same as that in the main-line waveguide. The path lengths $l$ and $d$ in Fig. $4-49 a$ are

$$
\begin{gather*}
l=\frac{\lambda g}{4}-\delta_{l}  \tag{51}\\
d=\frac{\lambda g}{4}-\delta_{d} \tag{52}
\end{gather*}
$$

where $\delta_{l}$ and $\delta_{d}$ are small corrections which may be obtained from the equivalent circuit analysis of $E$-plane $T$-junctions (see Vol. 10 of this series).

The two types of Chu-choke couplings are illustrated in Fig. 4•49. Their operation may be analyzed by considering the current flow in the half-wavelength cavity resonator shown in Fig. 4•50. The cavity-choke coupling of Fig. 4.50 is not a good design because the choke-flange contact is at a maximum position over the entire perimeter. However, its operation is the basis for the design of Chu-choke couplings. The cavity is excited in the $T E_{10}$-mode and, since its width is $a$, its guide wavelength is the same as that in the main waveguide. The solid lines of Fig. $4.50 b$ show the direction of current flow in the cavity walls. The dotted lines show the direction of the magnetic field. When $c=a$, the cavity has several features which are utilized in the design of Chu-choke couplings. (1) The diagonal lines $d f$ and $c y$ and the axes $Y Y$ and $X X$ are parallel to the current flow. (2) The diagonals fall at positions of minimum current density. (3) The current flow lines and field lines are symmetrical about the diagonals and also about the $X X$ - and $Y Y$-axes.

From the first two features, it is seen that the diagonal lines are ideal positions for a choke-flange contact. Choke-flange contact may be made along the diagonals in two ways: (a) by removing section $A$ and folding the sections $B$ and $B^{\prime}$ to join lines go and do to form the variable-groove-depth type of coupling shown in Fig. $4 \cdot 49 b$, and (b) by removing sections $B$ and $B^{\prime}$ and folding section $A$ about the $X X$-axis to join lines go and do to fo and co, respectively, thous forming the fold-back

(a)

(b)

(c)
lig. 4.49.-Other choke couplings. (a) British-choke coupling. (b) and (c) Chutype choke coupling; (b) is a variable-groove-depth type and ( $c$ ) is a fold-back type.


Fic. 4 .jo. llalf-wivelength cavity rhoke coupling. solid line whows conductor curcent; dashed line shows magnetic ficld.
type of coupling (Fig. $4 \cdot 49 \mathrm{c}$ ). In either case symmetry and continuous magnetic fields still exist.

So far only conditions for low leakage at the contact between choke and flange have been discussed. For minimum mismatch in the mainline waveguide, $c$ must be a half-guide wavelength and, since $c$ must equal $a$ for the low-leakage conditions outlined above, $a$ must be a halfguide wavelength. Therefore, the choke may be used only when $\lambda_{s}=\lambda_{c}$ or, in terms of free-space wavelength, when $\lambda_{0}=\lambda_{g} / \sqrt{2}=\lambda_{c} / \sqrt{2}$. For $\frac{1}{2}$ - by 1 -in. ( $0.050-\mathrm{in}$. wall) waveguide, the Chu chokes operate best at a free-space wavelength of 3.23 cm . The operation of this type of coupling over a wide range of wavelengths should be at least as good as the other types if the impedance in the outer groove is made large in comparison with the impedance in the section between the choke and flange units as discussed in Sec. 4.8 . Both designs have been cheeked experimentally and have been found to give satisfactory results; however, manufacturing problems prevent further development.

Table 4.8.-(hoke-coupling DFsign Details

| Army-Nury type choke flange | Guide dimensions, in. | ('hoke dimensions, in. |  |  |  | Fig. no. | Design wavelength, cm | 3andwidth for$\begin{gathered} r=1.05 \\ \% \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | D | $x$ | $y$ | $d$ |  |  |  |
|  | $a$ $b$ | Rectangular-waveguide choke. T $L_{10}{ }_{10}$ mode |  |  |  |  |  |  |
| UG-54 C-53/U | 2.84 1.34 | 4.015 | 0.250 | . 050 | 1.120 | 4.44a | 10.7 | $\pm 15$ |
| U-200/L-21./L | 2.8411 .34 | 3.75 | 0.250 | . 030 | . 0.865 | 4.44a | 9.0 | $\pm 15$ |
| CG-40/L-39/L | $0.90 \quad 0.40$ | 1.183 | 0.063 | . 031 | '0.347 | 1.44a | 3.20 | $\pm 6$ |
| (C-52/ $\mathrm{C}-51 / \mathrm{C}$ | 1.1250 .50 | 1.332 | 0.063 | . 031 | 0.347 | . $4.44 a$ | 3.20 |  |
| None | 0.900 0.40 | 1.15 | 0.12 | . $010^{*}$ | 0.355* | 4.44a | 3.30 | $> \pm 6$ |
| UG-117/L-116/6. | 0.4200 .170 | 0.50 | 0.029 | . 008 | 0.137 | $4.44 a$ | 1.25 | $> \pm 2$ |
| None | $0.4200 .170$ | 0.589 | 0.063 | . 008 | 0.156 | $4.44 a$ | 1.25 | $> \pm 4$ |
|  | c | ('ireular-waveguide chokes. TM Mormode |  |  |  |  |  |  |
| None | 0.4675 | 0.713 | 0.050 | . 015 | 0.153 | 14.44b (1) | 1.25 | $> \pm 4$ |
| None | 1.187 | 1.470 | 0.093 | . 030 | 0.312 | $4.44 b$ (2) | 3.30 | $> \pm 6$ |

* Designed for $0.115-\mathrm{in}$. sejaration between choke and fange (see Sec. 5.21).

4-11. Summary of Choke-coupling Designs.-Choke-flange couplings have been standardized by the Army and Navy for several sizes of waveguides. The continuous circular-groove type shown in Fig. $4 \cdot 45$ has been favored because it is much easier to make on a large scale. Dimensions for choke-coupling designs are tabulated in Table 4.8 with the numbers of the figures in this chapter to which they refer so that any
of the choke couplings listed can be reproduced. The bandwidth in per cent on each side of the design wavelength when the voltage standingwave ratio is below 1.05 is given in the table.

## Corners, Circular Bends, and Twists

Waveguide corners and circular bends are similar to elbows in water and gas pipe in that they change the direction of energy flow. Twists are used to change the polarization. These units are very important in the design of compact assembly units. Corners and circular bends for rectangular waveguide operating in the $T E_{10}$-mode are made in the $E$ - and $H$-planes. An $E$-plane bend or corner is defined as one whose axis lies in a plane parallel to the electric field lines. The $H$-plane bend or corner is defined as one whose axis lies in a plane parallel to the magnetic field lines. So far, in practice, circular waveguide has been used only in short lengths such as rotary-joint sections; consequently, there has been no need for circular-waveguide corners or bends.

Waveguide corners, circular bends, and twists must be carefully designed to avoid impedance mismatch and to prevent voltage breakdown. These design features are discussed in the following sections.
4.12. Waveguide Corners.-Corners for rectangular waveguide are made in two types as shown in Fig. $4 \cdot 51$. The characteristics of the


Fio. 4.51.-Waveguide enrners. (a) Double-mitered type. (b) Single-miter, cutoff type.
double-mitered type may be determined from the mismatch set up by a single-mitered corner. The equivalent circuit for an $E$-plane singlemitered corner and its parameters for $1-$ by $\frac{1}{2}-\mathrm{in}$. waveguide at 3.0 , 3.2 , and 3.4 cm are shown ${ }^{1}$ in Figs. 4.52 and $4 \cdot 53$. The dotted lines are the reference planes corresponding to the equivalent circuit and its parameters. The same characteristics for an $H$-plane single-mitered junction are shown in Figs. 4.54 and $4 \cdot 55$. These parameters are plotted as a function of wavelength and angle of bend. From these curves the mismatch produced by a simple junction may be determined.


Fig. 4-52.-Series reactance of simple waveguide corners, $E$-plane.


Fig. 4.53.-Shunt susceptance of simple waveguide corner, $E$-plane.

In the double-mitered corner, two of the single-mitered corners are spaced in such a way that their reflections cancel each other at the desired wavelength. The proper spacing ( $L$ in Fig. 4.51) may not be calculated from the equivalent circuit parameters of a single corner since higher mode propagation cannot be neglected. It is necessary to determine $L$ experimentally.

The mean length $L$ for cancellation of reflections in a double-mitered $E$-plane corner is very nearly a quarter-guide wavelength as shown by experimental measurements. Measurements also show that $L$ must be larger than a quarter-guide wavelength for $H$-plane double-mitered corners. An experimental design curve for $90^{\circ}$ double-mitered H -plane corners in waveguide $1 \frac{1}{2}$ by 3 in . OD, $0.080-\mathrm{in}$. wall, is shown in Fig.

[^22]4.56. The mean length $L$ in terms of guide wavelengths is plotted against $\lambda_{0} / \lambda_{c}$, where $\lambda_{0}$ is the free-space wavelength at which the corner is to be designed and $\lambda_{c}$ the cutoff wavelength of the waveguide. This curve has been checked experimentally at a few points ( $\lambda_{0} / \lambda_{c} 0.65$ to 0.75 ) for other waveguide sizes and found to be accurate within experimental errors in measurements. The deviation of $L$ from a quarter-guide wavelength for cancellation of reflections between the two junctions is theoretically zero for $\theta=0$, and it is small if $\theta$ is small (see Figs. 4.54 and 4.55).


Fig. 4.54.-Series reactance of simple waveguide corner, $H$-plane.


Fic. 4-55.-Shunt susceptance of simple waveguide corners, $H$-plane.

The mismatch of double-mitered corners over a given band of wavelengths depends on the magnitude of the reflection set up at each junction and the spacing between junctions. Maximum bandwidth for a given mismatch is obtained when the spacing between junctions is a quarter-guide wavelength plus the correction already discussed. However, it may be desirable in some instances to make $L$ equal to $\frac{3}{4}$ or $\frac{5}{4} \lambda_{a}$. Since the reflection from each junction in a $90^{\circ}$ double-mitered corner varies with wavelength, the bandwidth also varies with wavelength. This variation is shown for the $1 \frac{1}{2}$ waveguide by 3 in . OD, 0.080 -in. wall, in Fig. 4.57 which was determined experimentally. The bandwidth was taken as the wavelength band in per cent over which the voltage standing-wave ratio was below 1.06. This curve can also be applied to other waveguide sizes. This type of mitered corner will
stand as much power before arcing as the waveguide itself if the joints are properly soldered.

The cutoff type of mitered corner has not been used widely since the double-mitered corner was conceived, because it is more difficult to fabri-


Fig. 4.56.-Design curve for double-mitered $H$-plane corners.


Fig. 4.57.-Bandwidth curve for double-mitered $H$-plane corners.
cate; the dimension $C$ in Fig. 4.51 is critical; and it arcs over at much lower power levels than the waveguide. Arc-over problems are particularly bad in the $E$-plane cutoff corners because the effective guide height $b$ is decreased. No theoretical analysis has been worked out for the cutoff
type of mitered corners. Empirical curves for the design of such corners are shown in Figs. 4.58 and 4.59 . In these curves the percentage amplitude reflection is plotted as a function of $c / d_{0}$ for five angles. Data for these curves were taken from British measurements using waveguide 7 cm by 3.25 cm ID at 10.84 cm . The reflection coefficient is defined as the ratio of the amplitude of the reflected wave to that of the incident wave. The reflection coefficient has been arbitrarily plotted in such a way that it goes through zero and changes its sign, thereby avoiding cusps that would occur if only positive values were employed. From both figures, it is evident that, at any bend angle, a design is possible which essentially allows perfect transmission


Fig. 4.58.-Reflection from $H$-plane cutoff corners. around the corner. Evidently the $E$-bend is more satisfactory in the sense that the curves are flatter and hence the dimension $c$ is not so critical.


Fig. 4.59.-Reflection from $E$-plane cutoff corners.
4.13. Waveguide Bends and Twists.-A circular bend in waveguide may be considered as a section of line with a characteristic impedance differing from that in the straight waveguide by an amount depending on the angle of the bend, its radius, and the mechanical tolerances of its cross section. If the bend is uniform, it acts as a transformer, setting up reflections at each end, both of which are equal in magnitude. The transformation is from a higher to a lower impedance at one end and from the lower back to the higher at the other, or vice versa. Therefore, the bend should be any number of half wavelengths long, measured along its axis for cancellation of reflections. These reflections increase as
the radius of curvature of the bend is decreased. The guide wavelength in the bend is almost equal to that in straight waveguide for smooth undistorted bends. Two alternatives are presented in designing circular bends for wide wavelength ranges: (1) the radius of curvature may be made very large so that the reflections from each end are negligible; or (2) the radius may be made very short ( $\lambda_{g} / 2$ ) so that the deviation of the bend length from $\lambda_{g} / 2$ is small over a wide range of wavelengths. Both methods have been used successfully in practice; however, the


Fig. 4.60.-Waveguide bends. (a) $H$-plane bend. (b) $E$-plane bend. short radius is preferred because of space and weight limitations.

Figure $4 \cdot 60$ illustrates the $E$ - and $H$ plane circular bends in rectangular waveguide. These bends may be made by filling a straight section of waveguide with cerrobend or Wood's metal and bending the section by a machine or press, by the electroforming process discussed in Sec. 3.2, or by machining. After bending in the first method, the filler is melted out. The bending method is the most economical and is adequate for bends of large radius. For bends of small radius, the bending process produces excessive distortion in the waveguide walls which causes impedance mismatch. The electroforming process is recommended for bends of short radius. The machining process is applicable to any size. The bend is turned on a lathe in the form of two U -shaped circular troughs in such a way that the seam is in the center of the wide side wall. The two halves are then soldered together and the unit is cut into bends of any desired angle.

Twists in rectangular waveguide are very similar to circular bends since they are best matched when their length is any number of halfguide wavelengths. The guide wavelength in the twisted section is nearly equal to that in the straight waveguide if the cross-sectional dimensions of the twist at any point are the same. Twists are made by filling a waveguide section with cerrobend or Wood's metal and twisting the section in a vice or machine to the desired angle.

The results of tests on several waveguide circular bends and twists are given in Table 4.9 . The dimensions for circular bends are illustrated in Fig. 4-60.

Table 4.9.-Performance of Waveguide Circular Bends and Twists


## Impedanch-matching

Impedance-matching devices in waveguide are sometimes necessary to correct for the mismatch of a component or assembly of components in the line. The matching consists of introducing into the line a reflecting element that sets up a reflection equal in magnitude but $180^{\circ}$ out of phase with the existing reflection. If the reflecting element is a perfect conductor, its action is equivalent to some combination of series and shunting reactors in an ordinary transmission line which absorb no power. Many reflecting elements whose dimensions along the guide axis are small compared with a wavelength are equivalent to simple shunting reactances in the line. The equivalent reactance for elements discussed in the following sections have been determined theoretically and verified experimentally. This equivalent reactance is given as the normalized susceptance $B$. The normalized input admittance $Y$ to such reflecting elements when introduced into a matched waveguide is

$$
\begin{equation*}
Y=1+j B \tag{53}
\end{equation*}
$$

The voltage standing-wave ratio set up in a matched line by an element of normalized susceptance $B$ is ${ }^{1}$

$$
\begin{equation*}
r=\frac{\sqrt{4+B^{2}+B}}{\sqrt{4+B^{2}-\bar{B}}} . \tag{54}
\end{equation*}
$$

The susceptance $B$ required to correct a given voltage standing-wave ratio $r$ may be written as

$$
\begin{equation*}
B=\frac{r-1}{\sqrt{r}} \tag{55}
\end{equation*}
$$

The location of the reflecting element for correction of the mismatch $r$ is determined by

$$
\begin{equation*}
d=\frac{90^{\circ}-\tan ^{-1}\left|\frac{B}{2}\right|}{720^{\circ}} \lambda_{g}, \tag{56}
\end{equation*}
$$

where $d$ is the distance between the reflecting element and a voltage minimum. If the reflecting element is inductive ( $B$ is negative), it should be placed at a distance $d$ on the load side of a minimum; and if


Fig. 4.61.-Distance between voltage minimum and position of matching susceptance. capacitive, it should be at a distance $d$ on the generator side of a minimum. For best operation over a broad band, the minimum position mentioned above should be the first one on the generator side of the component or discontinuity causing the reflection.

Curves of $r$ vs. $B$ and $d / \lambda_{g}$ vs. $B$ are given in Figs. $2 \cdot 12$ and $4 \cdot 61$. The effect of higher modes (fringing fields) is neglected in the calculation of the curves. This higher mode effect has been troublesome only in

[^23]cases where large susceptances were used in waveguides operated at a wavelength just above their cutoff wavelength.

The simple shunting reactance elements which have been used extensively in microwave-transmission systems and which will be discussed here are (1) inductive diaphragms, (2) capacitive diaphragms, (3) capacitive buttons and dents, and (4) quarter-wavelength transformers.
4.14. Inductive Matching Diaphragms.--A diaphragm in waveguide is an aperture in a thin metal diaphragm that extends transversely across the guide. In the inductive diaphragm, the aperture extends completely across the guide, the edges being parallel to the electric-field vector for the lowest mode. Inductive diaphragms are made in two types, symmetrical and asymmetrical, which are illustrated in Fig. 4-62a.

In the symmetrical type the aperture of width $d$ is centered between the guide walls. The shunt susceptance for this type has the theoretical value ${ }^{1}$

$$
\begin{equation*}
B=-\frac{\lambda_{a}}{a} \cot ^{2}\left(\frac{\pi d}{2 a}\right) \tag{57}
\end{equation*}
$$

where $\lambda_{g}$ is the guide wavelength of the lowest mode and $a$ is the longer of the cross-section inside dimensions of the guide. Figure 4.63 shows the theoretical varia-

(b)

Fig. 4.62.-Inductive and capacitive diaphragms in rectangular waveguide. (a) Inductive diaphragms. (b) Capacitive diaphragms. tion of $B$ with $d / a$ computed by a more accurate expression than Eq. (57).

In the asymmetrical type, the center line of the aperture is displaced from the half-way position between the guide walls. If $X_{0}$ is the centerline position measured from the nearest side wall of the guide ( $X_{0}=a / 2$ for the centered diaphragm), the theoretical susceptance is

$$
\begin{equation*}
B=-\frac{\lambda_{y}}{a} \cot ^{2} \frac{\pi d}{2 a}\left(1+\sec ^{2} \frac{\pi d}{2 a} \cot ^{2} \frac{\pi X_{0}}{a}\right) . \tag{58}
\end{equation*}
$$

The approximation in deriving this formula is the same as for the symmetrical type but is not so good here because of the asymmetry. The special case for which one edge of the diaphragm coincides with the guide

[^24]

Fig. 4.63.- Normalized susceptance of symmetrical inductive diaphragm.


Fig. 4.64.- Normalized suscoptance of asymmetrical inductive dianhragm.
wall is contained in this equation, if one sets $X_{0}=d / 2$. For this special case, the shunt susceptance is given by

$$
\begin{equation*}
B=-\frac{\lambda_{g}}{a} \cot ^{2} \frac{\pi d}{2 a}\left(1+\csc ^{2} \frac{\pi d}{2 a}\right) . \tag{59}
\end{equation*}
$$

Figure $4 \cdot 64$ is a plot of the variation of $B\left(a / \lambda_{g}\right)$ with $d / a$ for this special case for an accurate theoretical formula.

A circular aperture centered in a waveguide of circular cross section as shown in Fig. 4.65 is inductive. Measurements have been made at


Fig. 4-65.-Inductive window for circular waveguide.


Fig. 4.67.-Normalized susceptance of inductive diaphragm in circular waveguide; $\lambda=3.20 \mathrm{~cm}$.


Fig. 4.66.-Normalized susceptance of inductive diaphragm in circular waveguide, $\lambda=3.20 \mathrm{~cm}$.


Fir. 4.68.-Series reactance of inductive diaphragm in circular waveguide; $\lambda=3.20$ cm.
$\lambda_{0}=3.20 \mathrm{~cm}\left(\lambda_{g}=2.026 \mathrm{in}\right.$.) for a waveguide $\frac{15}{16}-\mathrm{in}$. ID ( $T E_{11}-$ mode). The equivalent circuit parameter $B$, plotted against $d$, is given in Figs. $4 \cdot 66$ and $4 \cdot 67$ for a $\frac{1}{32}-$ in. diaphragm. Figure $4 \cdot 66$ also gives a theoretical curve, the theory assuming small holes in an infinitely thin barrier.


Fig. 4.69.-Variation of equivalent circuit parameters with thickness of diaphragm; $\lambda=3.20 \mathrm{~cm}$. Figure $4 \cdot 68$ gives a plot of $X / Z_{0}$ vs. $d$ for the same case; and Fig. $4 \cdot 69$ is a plot of $B / Y_{0}$ and $X / Z_{0}$ vs. $t$ for $d=\frac{9}{16} \mathrm{in}$.

### 4.15. Capacitive Matching

 Diaphragms.-The aperture in a capacitive diaphragm extends across the guide, as shown in Fig. $4 \cdot 62 b$, the edges being parallel to the longer cross-section dimension $a$ of the guide. The theoretical shunt susceptance of such a diaphragm centered between the guide walls is, for infinitely thin diaphragms,$$
\begin{equation*}
B=\frac{4 b}{\lambda_{g}} \ln \csc \frac{\pi d}{2 b}, \tag{60}
\end{equation*}
$$

where $\lambda_{g}$ is the guide wavelength of the lowest mode, $b$ is the shorter cross-section inside dimension of the guide, and $d$ is the width of the aperture. For an asymmetrical diaphragm (see Fig. 4•62b),

$$
\begin{equation*}
B=\frac{8 b}{\lambda_{g}} \ln \csc \frac{\pi d}{2 b} . \tag{61}
\end{equation*}
$$

Figure 4.70 shows the theoretical and observed variations of $B$ with $d / b$ for waveguide 3.44 cm by 7.21 cm ID at a wavelength of 9.8 cm . The theoretical value is derived to the same degree of approximation as in the inductive case. The experimental olservations were made at the Research Laboratory of the General Electric Company.

The thickness of the diaphragm has a large effect on the susceptance of capacitive diaphragms. For small but finite diaphragm thickness, the following theoretical formulas have been derived.

$$
\left.\begin{array}{l}
B=B_{0}+\frac{2 \pi t}{\lambda_{s}}\left(\frac{b}{d}-\frac{d}{b}\right)  \tag{62}\\
G=\frac{2 \pi t}{\lambda_{g}} B_{0} \frac{d}{b}
\end{array}\right\}
$$

where $B$ and $G$ are the shunt susceptance and shunt conductance of the diaphragm of thickness $t, B_{0}$ being the value given by Eq. (61). These values refer to the entrance planes of the diaphragm.

The use of the capacitive diaphragm is limited to relatively lowpower systems because of the danger of voltage breakdown.


Fig. 4.70.-Normalized susceptance of asymmetrical capacitive diaphragm.


Fig. 4.71.-Capacitive post or hutton; (a) section view, (b) top view, (c) equivalent dircuit at the reference plane (shown dotted in $b$ ).
4.16. Capacitive Buttons and Dents.-Capacitive buttons are sometimes used for matching of components and transmission systems. The capacitive button consists of a metallic cylindrical rod of finite length inserted into the center of the wide side of the waveguide so that its axis is parallel to the electric field. Such a device is shown (for rectangular waveguide, $T E_{10}$-mode) in Fig. 4.71. The cylindrical post of length $l$ and diameter $d$ is joined to the wide side of the waveguide. An equivalent circuit referred to the reference plane in Fig. 4.71 is a 7 -network whose series and shunt arms are capacitive elements for small lengths of
obstacle (and $d / \lambda \ll 1$ ). For lengths approximately one-quarter of free-space wavelength, the shunt element becomes series resonant. When used as a matching element such buttons are slightly rounded on the end to reduce field concentration on the edges and thus to increase the breakdown power level in the guide in which the matching button is installed. Even with rounded edges, buttons decrease the breakdown power level of the waveguide.

A plot of experimental data for the relative reactances of the series and shunt arms as a function of the ohstacle length for the case $d=0.25$ in., $a=0.90 \mathrm{in}$., $b=0.40 \mathrm{in}$., and $\lambda=3.2 \mathrm{~cm}$, is given in Fig. 4.72 .

lig. 4.72.- - licactanses of a rapacitive tuming screw; $\lambda=3.20 \mathrm{~cm}$.

The data were taken on a tuning screw with slightly rounded edges. The choke on the tuning screw introduced a small reactance ( $\approx 0.05$ ) even for zero length; this reactance has been subtracted from the $X_{a} / Z_{0}$ plot.

Dents may be used in matching components after assembly to correct for manufacturing tolerances. Dents are very similar to the capacitive button since a dent in the center of the wide side of a rareguide is capacitive, and it reduces the breakdown power level of the waveguide. Dents can easily be made at any desired position along the line for final matching of a component or system. To find the correct position, a clamp may be placed on the waveguide at different points to squecze the waveguide just enough to see if a dent at that point would deerease the reflection. After removing the clamp, the waveguide springs back almost to its original position if the dent is not deep. When the correct position is rearhed, the dent is made deep enough so that when the clamp is removed the depth of the penctration is correct for matching. This procedure is quite satisfactory when a dirctional coupler is used to indicate the reflected power. When a slotted section of waveguide is used to measure the roflocted power, it is more convenient to calculate the proper location for the dent. The proper distance from a voltage minimum position iss shown in Fig. $1 \cdot 61$ where the distance $d$ is plotted against the voltage standing-wave ratio. For a capacitive element such as the dent, the proper distance between the voltage minimum and the element measured toward the load is $\lambda / 2-d$.

The reflection from a dent measured in $r^{2}$ increases linearly with the depth of the dent. Experimental results on waveguide 0.500 by 1.125 in . ID show an increase in $r^{2}$ of 0.08 per $\frac{1}{32}-\mathrm{in}$. depth.
4.17. Quarter-wavelength Transformer.-.A transformer in a waveguide is made by an abrupt change of either or both cross-sectional inside dimensions of the guide. The quarter-wavelength transformer is equivalent to a matching diaphragm with a thickness of one-quarter guide wavelength. If the original dimensions are called $a$ and $b$ and the reduced dimensions $a^{\prime}$ and $b^{\prime}$, the ratio of the impedance of the smaller to the larger may be calculated from Eq. (2'160) for changes in either or both dimensions. The ratio is

$$
\begin{equation*}
\frac{Z_{0}^{\prime}}{Z_{0}}=\frac{b^{\prime}}{b} \frac{a}{a^{\prime}} \bar{\lambda}_{a}^{\prime} . \tag{63}
\end{equation*}
$$

In addition to this change in characteristic impedance, a shunt susceptance is introduced at each junction. Higher modes are also set up at such junctions especially when the change is asymmetrical (guide axis shifted in transformer section). These higher modes are damped out

rapidly by a transformer of smaller dimensions than the waveguide and therefore cause little trouble in quarter-wavelength transformers. Since the quarter-wavelength transformer is essentially a matching diaphragm which is one-quarter wavelength in thickness, the junction susceptance may be estimated from the preceding formulas and curves for matching diaphragms. Since asymmetrical transformers inyolving a change in only one guide dimension are more practical from the manufacturing standpoint, they are frequently used. The asymmetrical capacitive transformer shown in Fig. 4.73 is usually used because in this type the cutoff characteristics of the guide for the $T E_{10}$-mode are not changed and the construction is very simple. For small changes in the characteristic impedance, the junction effects are small. The input admittance seen at the generator side when the load end is matched is given by

$$
\begin{equation*}
\frac{Y}{\overline{Y_{0}}} \approx\left(\frac{b}{b^{\prime}}\right)^{2} . \tag{64}
\end{equation*}
$$

The transformer may be designed to cancel a given mismatch by the
above formula. To avoid difficulty in locating the transformer at the correct position, it may be made to slide in the guide after being tinned with solder on the bottom and sides. A small hole in the center of the broad face of the guide will enable the operator to move the transformer until a match is obtained; then the transformer is soldered in place by heating the outside of the guide.

## Pressitrizing Windows

Pressurizing windows are structures sealed in the line for protection of an entire transmission system or of individual components from


Fig. 4.74.-Thin-shent, nonresonant windows.
moisture, fungus growth, and corrosion during shipment, storage periods, and operation. Pressurizing windows also increase the voltage breakdown limit of a microwave transmission system, if the system is sealed under pressure as discussed in Chap. 3.

Four types of pressurizing windows are known for sealing waveguide systems: (1) thin sheets, nonresonant; (2) thin sheets in resonant mount; (3) half-wavelength dielectric plugs; and (4) T-shaped dielectric plugs three-quarters wavelength long. All types make use of low-loss dielectric materials for transmission of power without attenuation. The material must be low loss to prevent r-f heating and consequent destruction of the dielectric material as well as undesirable results in matching. The electrical and mechanical characteristics of these materials and techniques for handling them are discussed in Chap. 3. Therefore, the following sections are discussions of each type principally from the standpoint of electrical design.
$4 \cdot 18$. Thin Sheets, Nonresonant.-Pressurizing windows of this type make use of a transverse sheet of nonporous dielectric material sealed into the waveguide. The seal is made by supporting the sheet between a choke and flange with glue on cach side or by clamping with a gasket on each side as shown in Fig. 4•74. In Fig. 4•74a the impedance added in series with the line at A by the dielectric-filled radial line and the
circular-choke groove is made small by the same methods used for the design of choke couplings (see Sec. 4.9). Radiation at $B$ may be eliminated by the metal contact and by using a lossy rubber for the gaskets. The choke-groove diameter $D$ for minimum current at $B$ will be smaller in this case than in the ordinary choke coupling because the dielectric sheet increases the effective length of the gap. Sheets of mica or Teflon 0.010 in. thick have been used between standard choke-flange couplings in waveguide 1 by $\frac{1}{2} \mathrm{in}$. with $0.050-\mathrm{in}$. wall at 3.2 cm without excessive reflection. Some method of preventing radiation should be used in such a case, however, if a receiver is located near the coupling. Figure $4 \cdot 74 b$ shows another method using a half-wavelength radial line filled for a quarter wavelength with the rubber gaskets to seal the dielectric sheet on either side ( $d \approx \lambda / 4$ ). The high dielectric constant of the rubber makes the guide wavelength in this section very short. Leakage at $B$ may be prevented by a thin ring of soft copper clamped around the two gaskets as shown in the insert. The copper ring makes a good short circuit at $B$ and provides a method for making a unit for easy replacement. The considerations for making the impedance at $A$ small over a broad band of wavelengths are the same as those discussed in Sec. 4.9 for choke couplings; namely, the characteristic impedance in the outer $\lambda / 4$ section should be high compared to that in the inner section ( $x \gg y$ ), and $y$ should be as small as practical from the standpoint of strength of the dielectric sheet. The edges of the waveguide at $A$ should be rounded slightly to prevent cutting of the dielectric sheet when pressure is applied on one side.

The reflection from the sheet across the waveguide can be calculated assuming a section of dielectric material of thickness $t$ fitted into a section of waveguide in a plane perpendicular to the guide axis. If the guide is viewed from the generator side with a matched load beyond the window, a normalized impedance $Z_{s}$ is seen at the face of the dielectric sheet which is

$$
\begin{equation*}
Z_{s}=Z_{0}^{\prime \prime} \frac{1+j}{Z_{0}^{\prime \prime}}+\frac{j Z_{0}^{\prime \prime} \tan \theta}{+j \tan \theta}, \tag{65}
\end{equation*}
$$

where $Z_{0}^{\prime \prime}$ is the normalized impedance of the dielectric-filled guide [Eq. (2•168)], and $\theta$ is $2 \pi t$ divided by the guide wavelength in the dielec-tric-filled guide $\lambda_{g}^{\prime \prime}$ given by Eq. (2-147). By dividing out the right-hand side of Eq. (65) to form a power series, the following equation is obtaine 1 .

$$
\begin{align*}
Z_{s}=1+j \tan \theta\left(Z_{0}^{\prime \prime}-\frac{1}{Z_{0}^{\prime \prime}}\right)+ & \tan ^{2} \theta\left[1-\frac{1}{\left(\bar{Z}_{0}^{\prime \prime}\right)^{2}}\right] \\
& -j \tan ^{3} \theta\left[\frac{1}{\overline{Z_{0}^{\prime \prime}}}-\frac{1}{\left(Z_{0}^{\prime \prime}\right)^{3}}\right]+. \tag{66}
\end{align*}
$$

Since $\theta$ is small for thin sheets, the squared term is negligible and $\tan \theta=\theta=2 \pi t / \lambda_{a}^{\prime \prime}$; consequently,

$$
\begin{equation*}
Z_{\mathrm{s}}=1+j \frac{2 \pi t}{\lambda_{a}^{\prime \prime}}\left(Z_{0}^{\prime \prime}-\frac{1}{\overline{Z_{0}^{\prime \prime}}}\right) . \tag{67}
\end{equation*}
$$

The guide wavelength in the dielectric-filled section is equal to the product of $\lambda_{g}$ (air-filled) and $Z_{0}^{\prime \prime}$. Equation (67) therefore reduces to

$$
\begin{equation*}
Z_{s}=1+j \frac{2 \pi t}{\lambda_{i}}\left[1-\frac{\lambda_{g}^{2}}{\left(\lambda_{g}^{\prime \prime}\right)^{2}}\right] . \tag{68}
\end{equation*}
$$

From Eq. (2-147) this may be expressed in terms of the dielectric constant $k$. of the sheet,

$$
\begin{equation*}
Z_{s}=1-j_{\lambda_{g}} \frac{2 \pi\left(\lambda_{c}^{2}\right.}{\left(\lambda_{c}^{2}-\frac{\lambda_{0}^{2}}{2}\right)}\left(k_{c}-1\right) . \tag{69}
\end{equation*}
$$

Equation (69) shows that the thin sheet of dielectric material acts like a series capacitive reactance in the waveguide. At a given wavelength,

lig. 4.75.-Reflections from thin-sheet, nonresonant windows. (a) Waveguide $\frac{1}{2}$ by 1 in. by $0.040-\mathrm{in}$. wall at $\lambda_{0}=1.25 \mathrm{~cm}$. (b) Waveguide 1 by $\frac{1}{2} \mathrm{in}$. by $0.050-\mathrm{in}$. wall at $\lambda_{0}=3.3 \mathrm{~cm}$. (c) Waveguide 3 by $1 \frac{1}{2} \mathrm{in}$. by $0.080-\mathrm{in}$. wall at $\lambda_{0}=10 \mathrm{~cm}$. this reactance is directly proportional to the thickness and to the dielectric constant minus one. Figure 4.75 shows the value of this normalized reactance per mil thickness plotted against the diclectric constant $k_{e}$ for three common waveguide sizes. This reactance is nearly equal to $r-1$ for thin sheets.

A pressurizing window of this type is practical at the lower microwave frequencies where a thick sheet strong enough to stand atmospheric pressure variations may be used without causing large reflections. The reactance caused by the dielectric sheet changes very little over the wavelength band of a given waveguide operating in a single mode (see Sec. 4.7). A pressurizing window of this type may be matched with an inductive matching diaphragm at the front face of the dielectric sheet. A symmetrical matching diaphragm is preferable because asymmetry would cause higher mode excitation in the choke.
4.19. Thin Sheets in Resonant Mount.--A pressurizing window of this type consists of a resonant aperture in a thin metallic sheet filled with
glass. Two such designs have been developed as shown in Figs. 4•76a and $b$. These developments were carried out at the General Electric Company and the Westinghouse Electric and Manufacturing Company, respectively. Both units consist of a Kovar (or Fernico) disk or plate


Fig. 4.76.-Resonant window in rectangular waveguide. (a) Rectangular aperture window. (b) Circular aperture window.
with a resonant opening into which glass with the same thermal properties as the metal is sealed.

The first design may be soft-soldered into the waveguide directly as shown in Fig. 4.76a. A structure of this kind is known as a "transmitting screen" or "resonant aperture." It has been found experimentally that the appropriate dimensions for a rectangular resonant opening is given approximately by the relation
$\frac{a}{b} \sqrt{1-\left(\frac{\lambda_{0}}{2 a}\right)^{2}}=\frac{a^{\prime}}{b^{\prime}} \sqrt{1-\left(\frac{\lambda_{o}}{2 a^{\prime}}\right)^{2}}$

This empirical rule is extremely use-

$\mathrm{F}_{\text {lG. }}$ 4.77.-Resonant rectangular aperture. ful in obtaining approximate dimensions of the opening for resonance; and information contained in it can be represented by the following geometrical construction. In a cross section of the waveguide as shown in Fig. 4.77, a line $A B$, of length $\lambda_{0} / 2$ ( $\lambda_{0}$ is the free-space wavelength), may be drawn with its center at the waveguide axis. Two hyperbolas may then be constructed with their vertices at $A$ and $B$, respectively, which pass through thecorners of the guide cross section, as shown. Then the corners of a resonant opening lie on these two hyperbolas, as, for example, those of the opening of dimensions $a^{\prime}$ and $b^{\prime}$. A resonant diaphragm with such an opening will be matched if the diaphragm is very thin. This condition is changed somewhat in the pressurizing window because of the dielectric filling and because the thickness must be appreciable for mechanical support.

The effective thickness of the resonant diaphragm is increased and the characteristic impedance in the aperture is reduced by the dielectric material. Both the thickness of the diaphragm and the presence of the dielectric material have the effect of adding capacitance at the input side of the opening. To correct for this added capacitance, the dimension $a^{\prime}$ may be made smaller. The amount of the decrease in $a^{\prime}$ for complete correction is directly proportional to the thickness, as seen in the analysis of Sec. 4-18. In practice,


Fig. 4.78.- Mismatch of resonant windows. Curves $a$ and $b$ are for corresponding designs of Fig. 4•76. this decrease may be made larger than necessary and the thickness of the finished diaphragm reduced on a grinding wheel until resonance occurs at the desired wavelength. This procedure corrects for tolerances and variations in the characteristics of the dielectric material used. The dimensions of a reso-


Fig. 4.79.-Half-wavelength dielectric plug in a section of waveguide.
nant window for 1 - by $\frac{1}{2}$-in. ( 0.050 -in. wall) waveguide are shown in Fig. $4.76 a$. Curve $a$ of Fig. 4.78 shows the mismatch ${ }^{1}$ caused by such a design over a 12 per cent wavelength band.

The second design is much the same as the first except that the aperture is circular. The correct diameter for resonance in such a design is larger than the narrow inside dimension of the waveguide $a$. For this reason the resonant diaphragm is supported in the line between two choke couplings as shown in Fig. 4.76b. Dimensions are given for a resonant window of this type for use between two standard choke couplings (see Table $4 \cdot 7$ ) designed for 1 - by $\frac{1}{2}$-in. ( $0.050-\mathrm{in}$. wall) waveguide as shown in the figure. The mismatch caused by such a design over a 12 per cent wavelength band is also shown in Fig. 4.78, Curve $b$.
4.20. Half-wavelength Dielectric Plugs.--A simple pressurizing window for narrow-band operation may be made by inserting a halfwavelength dielectric plug into waveguide as shown in Fig. 4.79. The guide wavelength in the dielectric-filled section is given by the formula

[^25]\[

$$
\begin{equation*}
\lambda_{g}^{\prime \prime}=\frac{\lambda_{0}}{\sqrt{k_{e}-\left(\frac{\lambda_{0}}{2 a}\right)^{2}}}, \tag{71}
\end{equation*}
$$

\]

where $k_{e}$ is the dielectric constant of the medium. The normalized impedance looking into the face of the plug from the generator side with a matched line on the other side is given by Eq. (65). From this equation


Fig. 4.80.-Mismatch vs. wavelength for half-wavelength dielectric plug.
it can be seen that, when $\theta$ is $180^{\circ}$ or $\lambda_{g}^{\prime \prime} / 2$, the normalized input impedance is unity and the line is matched. The frequency sensitivity of the half-wavelength dielectric plug depends upon the dielectric constant of the material used. The mismatch in voltage standing-wave ratio introduced into a 1 - by $\frac{1}{2}-\mathrm{in}$. ( $0.050-\mathrm{in}$. wall) waveguide by a dielectric plug which is a half wavelength long at $\lambda_{0}=3.3 \mathrm{~cm}$ is plotted against $\lambda_{0}$ for three values of the dielectric constant $k_{e}$ in Fig. 4-80.
4.21. T-shaped Plugs Three-quarters Wavelength Long.-A pressurizing window of this type is a modification of the type discussed in Sec. $4 \cdot 20$, which is much less frequency-sensitive. Referring to Fig. 4.81 , the center section $A$ completely fills the waveguide and provides the pressure seal. In sections $B$ and $C$, the waveguide is only partly
filled with dielectric and the characteristic impedance is the geometric mean between that in section $A$ and that in the air-filled guide. Sections $B$ and $C$ thus serve as quarter-wavelength matching sections from airfilled guide to dielectric-filled and back to air-filled. As will be seen later, this leads to a broadband impedance match. Other shapes were tried but they failed to give the desired bandpass characteristics-probably because of higher mode excita-


Fig. 4.81.-T-shaped plug three-quarters wavelength long. tion in the dielectric-filled section.

From the transmission-line equation, Eq. (65), the impedance seen looking into a line of characteristic impedance $Z_{c}$ that is onequarter wave-length long and is terminated in an impedance $Z_{R}$ is $Z_{r}^{2} / Z_{R}$. Applying this formula to each of the three sections of the window in Fig. 4.81 from right to left, assuming a matched line to the right of the window, it is found that the impedance at the left face of section $C$ is

$$
\begin{equation*}
Z=\frac{\left(Z_{0}^{\prime}\right)^{4}}{\bar{Z}_{0}\left(\bar{Z}_{0}^{\prime \prime}\right)^{2}} \tag{72}
\end{equation*}
$$

where $Z_{0}, Z_{0}^{\prime \prime}$, and $Z_{0}^{\prime}$ are the characteristic impedances of the air-filled guide, section $A$, and sections $B$ and $C$, respectively. From Eq. (72) it is seen that no mismatch occurs when $Z_{0}^{\prime}$ is equal to the square root of $Z_{0} Z_{0}^{\prime \prime}$. From Eq. (2-168) it appears that this condition is also satisfied when $\lambda_{g}^{\prime}$ is equal to the square root of $\lambda_{\theta_{2}}^{\prime \prime} \lambda_{\beta}$. The equation for determining the quantities $\lambda_{g}^{\prime \prime}$ and $\lambda_{g}$ is Eq. (2•147). Referring to Fig. $4 \cdot 81, x_{1}$ and $x_{2}$ are made one-quarter $\lambda_{\rho}^{\prime}$ and $\lambda_{\theta}^{\prime \prime}$, respectively.

Now except for dimension $d / b$, all the dimensions of the three-quarterwavelength T-shaped pressurizing window have been determined (see Fig. 4.81). Theoretical considerations of the boundary conditions at the air-dielectric surface lead to the following equation relating the guide wavelength in the partly filled line to that in air-filled line (see Vol. 8, Chap. 11):

$$
\begin{equation*}
\tan A(b-d)=\frac{A^{\prime}}{k_{c-1}} \tan 2 \pi \cdot A^{\prime} d \tag{73}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=2 \pi \sqrt{\frac{1}{\lambda_{0}^{2}}-\frac{1}{\lambda_{\theta}^{\prime 2}}+\frac{1}{4 a^{2}}}, \\
& A^{\prime}=2 \pi \sqrt{\frac{k_{e}}{\lambda_{0}^{2}}-\frac{1}{\lambda_{\theta}^{\prime 2}}+\frac{1}{4 a^{2}}} .
\end{aligned}
$$

Figure 4.82 shows a curve of $d / b$ for $a=0.900 \mathrm{in}$., $b=0.400 \mathrm{in}$, and $\lambda_{0}=3.3 \mathrm{~cm}$ when $\lambda_{g}^{\prime}$ is the square root of the product of $\lambda_{g}$ in air and $\lambda_{g}$ in completely filled guide. The curve gives the theoretical percentage
filling for the outer sections of the three-quarter-wavelength T-shaped windows in the given waveguide at $3.30-\mathrm{cm}$ free-space wavelength. An experimental curve is also drawn in dotted lines for the same conditions. The experimental curve is consistently above the theoretical curve, the deviation becoming greater as $k_{e}$ increases. This deviation is partially caused by the junction effects that would be shunt capacitive reactances across the line. The junction effects could have been corrected by lengthening the outer sections, the center section, or both. Increasing the dimension $d$ effectively increases the length of the outer sections by decreasing the guide wavelength in the partly filled guide and in addition makes a double-tuned circuit which increases the bandwidth of the window. Experiments show that the maximum bandwidth is obtained by a combination of the above effects, increasing $d$ and thereby cor-


Fig. 4.82.-Design curve for T-shaped plug in rectangular waveguide. recting for junction capacitance in the outer sections and forming a doubletuned circuit and also increasing the length of the center section.

The reason that a construction of this type leads to a broadband window is indicated by the impedance charts of Fig. 4.83. In the figure the three-quarter-wavelength T-shaped plug is compared to the halfwavelength plug. At midband where the dimensions are correct both types are matched as shown in Fig. $4 \cdot 83 a$. At a longer wavelength (Fig. $4.83 b$ ) the half-wavelength plug transforms the impedance $Z_{a}^{\prime}=Z_{0}$ along the dashed circle about the center $Z_{0}^{\prime \prime}$ to the impedance $Z_{d}^{\prime}$. $A$ t this longer wavelength, the length $x_{3}$ is shorter than a half wavelength by $2 \beta$. Hence, $Z_{d}^{\prime}$ is rather poorly matched to $Z_{0}$. The three-quarterwavelength T -shaped window is better matched, and the following transformations occur. The section $B$ transforms $Z_{0}$ (along the circle of radius $r_{3}$ ) about its characteristic impedance $Z_{0}^{\prime}$. This fails to match into the impedance $Z_{0}^{\prime \prime}$ of the next section, as indicated, since the length $a b$ is now shorter than a quarter-guide wavelength. This impedance $Z_{b}$ is then transformed by the center section bc to a point $Z_{c}$ which is almost symmetrically above $Z_{n}$; consequently, the section od transforms it along the are $Z_{c}$ to $Z_{\text {, }}$ alment symmetrically abeve the are $Z_{a}$ to $Z_{d}$. This leads to an impedance $Z_{d,}$ which is quite well mateched to $Z_{0}$. A similar line of reasoning shows that below midband $Z_{d}$ is also well matched.

The bandwidth for this type may be further increased by making
$Z_{0}^{\prime}$ slightly less than the square root of $Z_{0} Z_{0}^{\prime}$. The window then acts like a double-tuned circuit which is matched to the characteristic impedance of the guide at two wavelengths, one on each side of the original design


Fig. 483.-Waveguide impedance curves for dielectric plugs. (a) At midband; $x_{1}=\lambda^{\prime} / 4 ; x_{2}=\lambda^{\prime \prime}{ }_{5} / 4 ; x_{3}=1 \lambda^{\prime \prime}{ }_{p} / 2$. (b) Above midband; $x_{1}<\lambda^{\prime}{ }_{g} / 4 ; x_{2}<\lambda^{\prime \prime}{ }_{g} / 4 ; x_{3}<\lambda^{\prime \prime}{ }_{g} / 2$. (c) Below midband; $x_{1}>\lambda_{0}^{\prime}{ }_{6} 4 ; x_{2}>\lambda^{\prime \prime}{ }_{7} / 4$; $x_{3}>\lambda_{g}^{\prime \prime} / 2$. The dashed circle, $z^{\prime} d$, and $x_{3}$ refer to a half-wave bead (see Fig. 4.79). Full circles, $z_{d}, x_{1}$ and $x_{2}$ refer to T-shaped plug (see Fig. 4.81). wavelength; and a slight mismatch occurs at the design wavelength. This mismatch is about 1.03 in voltage standing-wave ratio for a change of 2 per cent in $Z_{0}^{\prime}$.
4.22. Summary of Pressuriz-ing-window Designs.-The various types of pressurizing windows already discussed have been used in microwave transmission circuits extensively except for the halfwavelength dielectric plug which is too frequency-sensitive for systems covering a wide wavelength range. Each type has its limitations, however, with regard to ruggedness, sealing difficulties, breakdown characteristics, attenuation, and mismatch as a function of wavelength. The resonant sheet window made of glass sealed in a Kovar disk is considered the most rugged design and makes a permanent seal. For this reason it is used in applications where replacements cannot be made in the field such as cavity magnetron and TR switch output seals. The other types have better breakdown characteristics and introduce lower mismatch over a wide band of wavelengths. A summary of these characteristics for the window types discussed is given in Table $4 \cdot 10$. Dimensions are given for each type as well as the free-space wavelength for which they were designed. The mismatch characteristics are given as the wavelength band obtained in the particular design for a voltage standing-wave ratio less than 1.10. This wavelength band is given as percentage of the design wavelength, the design wavelength being midband. The breakdown power level is given in kilowatts at an altitude of $50,000 \mathrm{ft}(\approx 12 \mathrm{~cm} \mathrm{Hg})$.

Table 4.10.-Pressurizing Windows in Rectangular Waveguide

| Type | Fig. No. | Dielectric* | Window dimensions, in. |  |  | Waveguide dimensions, tin. |  | Loss, $d b$ | Wavelength band for$r<1.10$ | $\|$Breakdown <br> power at <br> $50,000 \mathrm{ft}$, <br> $k w$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $x_{1}$ | $x_{2}$ | $d$ | $a$ | $b$ |  |  |  |
| Three-quarter- | 4.81 | Polystyrene | 0.315 | 0. 225 | 0. 180 | 0.900 | 0.400 | 0.005 | $3.3 \pm 6 \%$ | 60 |
| wavelength | 4.81 | Polyglas $\mathrm{I} \ddagger$ | 0.300 | 0. 220 | O. 160 | 0.900 | 0.400 | $<0.040$ | $3.3 \pm 6$ | 65 |
| phug | 4.81 | Polyglas $\mathrm{f} \ddagger$ | 0.285 | 0.225, | 0.310 | 1.122 | 0.500 |  | $3.3 \pm 5$ | . . |
|  | 4.81 | Polyglas $p \ddagger$ | 0.104 | 0.072 | 0.068 | 0.420 | 0.170 |  | $1.25 \pm 3$ |  |
|  | 4.81 | Polvglas j $\ddagger$ | 0.94010 | 0.608 | 0.503 | 2.84 | 0.134 |  | $10.00 \pm 15$ |  |
| Sheet in reso- | 4.76 a | Glass \% | 0.3150 | 0.590 | 0.035 | 0.900 | 0.400 | 0.200 | $3.2 \pm 1.5$ | 36 |
| nant moust | $4.76 b$ | Glass: | 0,590 |  | 0.050 | 0.900 | 0.400 | 0.060 | $3.2 \pm 5$ | 50 |
| Nonresonant | 4.74 | Mica! | 0.002 |  |  | $0.900 \cdot$ | 0. 400 | 0.010 | $3.3 \pm 6$ | 65 |
| sheet | 4.74 | Tefon! | 0.010 |  |  | 0.900 | 0.400 | 0.015 | $3.3 \pm 6$ | 65 |

* See Table 3.5 for characteristics.
$\dagger$ Column $a$ is the wide and $b$ the narrow ecoss-sectional inside dimension.
$\ddagger$ Treated to prevent moisture absorption.
§ Test on a single sample, may not be representative.
l: Mounted between two choke-flange couplings.


## VOLTAGE BREAKDOWN AT MICROWAVE FREQUENCIES

## By G. L. Ragan

With the introduction of the technique of using short pulses of r-f energy at a high-power level, the problem of voltage breakdown in the transmission lines and waveguides becomes a serious one. In order to gain a better understanding of the factors that influence the power level at which microwave breakdown occurs, a series of experiments was performed. ${ }^{1}$ An attempt was made to obtain quantitative data regarding those factors which were found to be relatively important.
4.23. Apparatus and Methods.-In these experiments the r-f power sources used were microwave magnetrons energized by high-voltage d -c pulses of short duration supplied by a pulse-generating power supply usually referred to as a "modulator." The maximum power available at the three wavelengths used is given in Table $4 \cdot 11$, the lower values being the powers regularly available in most of the experiments, the higher values being available for only a small fraction of them. An attempt was made to obtain a combination of magnetron and modulator that would

[^26]furnish the highest powers provided by contemporary design in these fields. Wherever possible a modulator was used that was capable of furnishing a number of different pulse lengths and repetition rates.

Table 4.11

| Nominal <br> wavelength, em | Maximum power <br> available, kw |  |
| :---: | :---: | :---: |
|  | Vsually | Sometimes |
| 10.5 | 1000 | 1500 |
| 3.2 | 125 | 250 |
| 1.25 | 50 | 125 |

It was decided to use rectangular waveguides exclusively in these experiments, since they provide an electric field that is uniform in the direction of the field. In order to provide increased fields, waveguide


Fig. 4.84.-Experimental wavaguide section.
sections of the type shown in Fig. 4.84 were used. The long tapered sections provide impedance-matching between the normal-size waveguide and the constricted portion. Dimensions of the various test sections used are given in Table $\mathbf{4} 12$. The relation between electric field and power transmitted in a matched waveguide of width $a$ and height $d$ (sometimes referred to as "gap" in the following discussion) is

$$
\begin{equation*}
\frac{P}{E_{\max }^{2}}=6.63 \times 10^{-4} \mathrm{ad}\binom{\lambda}{\bar{\lambda}_{q}} . \tag{74}
\end{equation*}
$$

In order to determine the electric field strength, it is necessary to
measure the power being transmitted. This is done by the use of a directional coupler that transmits a known fraction of the power in the incident wave to a power-measuring thermistor bridge (see Vol. 11, Chap. 3). An alternative method is that of absorbing the $\mathrm{r}-\mathrm{f}$ power in a

Table 4.12

| Nominal wave length, cm | Guide width $a$, in. | Guide height $d$, in. | Reference symbol on curves |
| :---: | :---: | :---: | :---: |
| 10.5 | 2.840 | 0.110 | S 110 |
|  |  | 0.040 | S 40 |
| 3.2 | 0.900 | 0.006 | X 6 |
|  |  | 0.017 | र 17 |
|  |  | 0.038 | X 38 |
| 1.25 | 0.420 | 0.006 | K 6 |
|  |  | 0.016 | K 16 |
|  |  | 0.036 | K 36 |
|  |  | 0.059 | K 59 |

"water load." In this device the r-f power is absorbed in a flowing stream of water, and the average power is computed from the heating of the water by ordinary calorimetric methods. With careful use, the


Fig. 4.85.-Arrangement of apparatus for calibration.
water load is felt to be the most accurate power-measuring instrument available, but it is too slow in response to be very useful in general breakdown measurements. In practice, the combination of directional coupler and thermistor bridge was calibrated by comparison with a water load. with the apparatus arranged as indicated in Fig. 4.85. The
thermistor combination was then used in the actual measurements, the arrangement being that indicated in Fig. 4•86.

The pulse length and repetition rate were measured by the use of a synchroscope (Vol. 5, Sec. 16.5). This instrument is basically a cathoderay tube provided with a circuit for generating pulses that are used to trigger the modulator which applies power to the magnetron and simultaneously to start the horizontal sweep of the cathode-ray tube. The


Fig. 4.86.-Arrangement of apparatus used in experiments.
magnetron current or voltage is indirated by the vertical deflection on the cathode ray screen. From the data on pulse length, repetition rate, and average power it is a simple matter to obtain the pulse power, that is, the average power during the time interval in which the magnetron is oscillating.

An analysis of sources and estimate of the magnitudes of the errors encountered in the present experiments may be useful, both in evaluating the data given and in suggesting improvements in future experiments. The largest single source of error is felt to be that caused by the existence of standing waves in the test section. In practically all cases the VSWR was below 1.10 , averaging about 1.05 . Since the constricted portion of the waveguide test sections was half a guide wavelength long, a maximum of the standing-wave voltage pattern always occurred within the constricted section. As indicated in Table 2.2, the breakdown field in the presence of a standing wave occurs at a power that is lower by the factor $r$ (the value of the VSWR) than the power that would be required to achieve breakdown if the line were perfectly matched. On this hasis it is estimated that the data on power, quoted without correction, in the following pages are subject to a systematic error which gives powers, on the average, about 5 per cent low.

Other sources of error are usually random rather than systematic. The errors in pulse length $\tau$ and gap height $d$ are estimated at about $\pm 5$ per cent, on the average. Both $\tau$ and $d$ are cons derably less accurate than this for small values and more accurate for large values since their errors tend to be constant in absolute magnitude rather than on a relative basis.

A number of other sources of error, each averaging about $\pm 0.5$ per cent in magnitude, are as follows: (1) thermal leakage in water-load measurements; (2) thermocouple and galvanometer errors in using a water load; (3) errors in thermistor bridge; (4) errors in measuring repetition rate; (5) attenuation in waveguide between measuring section and test section. There is, in addition, a rather large error in any given measurement, caused perhaps by statistical fluctuations in the ionization existing in the gap just before and during the pulse. A method of reducing this uncertainty by the use of ionizing radiations is discussed in the following section.

It is believed that each individual measurement of power made in these experiments is subject to about 5 per cent systematic error (the measured values being too low) and about $\pm 10$ per cent random error from all causes. Since each point is the average of a number of observations, it is felt that the powers indicated are accurate to about -5 per cent (systematic error) and $\pm 5$ per cent (random error); thus half the observations of power fall within the range of errors between 0 and -10 per cent of the true values. Since the field strength $E$ is proportional to the square root of the power, the probable error in $E$ is only about half as large, namely, -2.5 per cent $\pm 2.5$ per cent (ranging from 0 to -5 per cent).
4.24. Preliminary Considerations.--One of the problems confronted at the outset of the experiments was that of obtaining consistent and repeatable data. It was noticed in earlier work that rather large discrepancies exist between measurements made at different times, and smaller but still bothersome discrepancies occur even between successive measurements.

It was felt that these discrepancies were caused in part by a failure to control certain parameters, and it was planned to investigate these sources. The discrepancies between successive measurements were thought to be due, however, to causes of a statistical nature, and it was felt that some improvement might result from irradiating the test gap to provide a source of ions. This is a technique familiar in low-frequency breakdown studies where the presence of additional ions, while providing much more consistent performance, is found to have little effect on the average breakdown figures.

To provide the ionization desired within the waveguide gap, a strong
source of gamma-radiation in the form of radioactive cobalt chloride was obtained from the Cyclotron Laboratory of the Massachusetts Institute of Technology. A very intense source was required (3 millicuries radium equivalent) and it was placed in the form of a small capsule directly in contact with the broad surface of the waveguide. Although this amount was barely sufficient to cause a noticeable improvement in the repeatability, it had a large effect on breakdown measurements. This is in marked contrast to the experience at lower frequencies where it is found that statistical reliability may be achieved without increasing the ionization to such an extent that the measurements are affected.

The degree of lowering of breakdown power for a typical waveguide section is shown, as a function of pressure, in Fig. 4.87. Curves of similar form were obtained for other sections. In general, the irradiation has its greatest effect at pressures of about one-sixth to one-third of an atmosphere, and the effect appears to be somewhat larger in magnitude for waveguide sections of smaller gap dimension $d$.

It is interesting to obtain a crude estimate of the ionization caused by the radioactive $\mathrm{Co}^{60}$. The gamma rays emitted have an energy of 1.3 Mev and decay with a half life of 5.3 yr . Since one millicurie gives, by definition, $3.7 \times 10^{7}$ disintegrations per second, the 3.2 -millicurie source used emits roughly $10^{\star}$ quanta per second or 100 per microsecond. From the geometry of the experiment it is estimated that roughly one-tenth of the quanta, that is, $10^{7}$ per second, are emitted in such a direction that they might cause ionization in a part of the gap where the fields are large. The absorption of the gamma rays in the gas furnishes negligible ionization compared with that furnished by secondary electrons knocked out of the brass walls of the waveguide. The range of an electron whose energy is 1.3 Mev , which is the maximum energy available, is about $0.06 \mathrm{~cm}(0.024 \mathrm{in}$.). Only those gamma rays absorbed in the waveguide wall within this distance of the inner surface may be effective in causing ionization in the gap. Since it requires 1.5 cm of copper to absorb half the gamma radiation, only about 3 per cent will be absorbed in a $0.06-\mathrm{cm}$ layer. These observations lead to a final estimate, crude but probably right as to order of magnitude, of $3 \times 10^{5}$ ionizing events per second. On the average, it would be expected that one such event would occur every three microseconds.

It may be assumed that ions formed within the first 10 per cent of the pulse time are almost completely effective. ${ }^{1}$ For $1-\mu$ sec pulses, the probability of occurrence of an ionizing event within the first 10 per cent is seen to be about 1 in 30 . For the shortest pulse width used in the experiments, $0.2 \mu \mathrm{sec}$, it would be 1 in 150 .

Each secondary electron passing through the air in the gap causes the formation of a number of ion pairs along its path. While the number of pairs per unit length is dependent on the energy of the secondary electron, it may be taken as about 100 , on the average, at atmospheric pressure. Multiplying this figure by the $3 \times 10^{5}$ events per second, an estimate of $3 \times 10^{7}$ ion pairs per second per centimeter of path is obtained. From the geometry of the apparatus it is estimated that the effective secondary electrons are emitted from a wall surface of roughly $3 \mathrm{~cm}^{2}$ so that the number of ion pairs formed per cubic centimeter of gas volume is estimated to be $10^{7}$ per second.

A comparison of the frequency of ionizing events with the number normally present as a result of cosmic rays and natural radioactivity is enlightening. The latter figure is usually taken as about two per minute per square centimeter of wall area or six per minute for the $3-\mathrm{cm}^{2}$ area being considered. From the comparison of this small number with the $3 \times 10^{5}$ events per second estimated above, a vast improvement in statistical reliability when using the radioactive cobalt is expected.

The improvement, while noticeable, is not so great as it is desirable to obtain. A series of 28 trials with the $\mathrm{Co}^{*}$ in place was alternated with an equal number without artificial ionization. This number of trials is not sufficient to justify a thorough analysis of the statistics involved, but the following behavior seemed to be indicated: (1) There were considerably fewer large departures from the mean value when $\mathrm{Co}^{*}$ was used. (2) Half the values fell within a $\pm 5$ per cent range when $\mathrm{Co}^{*}$ was used, whereas the corresponding range was $\pm 6$ per cent without it. (3) The breakdown power was about half as high when Co* was used as when it was not.

Perhaps the best indication of the improvement in repeatability which was provided by the $\mathrm{Co}^{*}$ is to be found in the data obtained in a series of breakdown measurements in which the pressure is varied. It was found that if a single observation is made at each pressure, the resulting curve of breakdown power vs. pressure was much smoother when Co* was used. In order to obtain satsfactory curves without $\mathrm{Co}^{*}$, the average of a number of observations was required. One such pair of curves is given in Fig. $4 \cdot 88$, from which Fig. $4 \cdot 87$ is derived.

[^27]In addition to the problem of achieving the repeatability, a cursory investigation of two other factors that might be expected to influence breakdown was made. The first of these factors was the effect of humidity, and the second was that of sharp points on the metal walls.

Tests were made using approximately saturated air (relative humidity conservatively estimated to be greater than 80 per cent) provided by circulating air that had been bubbled through water at room temperature. These results were compared with those obtained using dry air (conservatively estimated to have a relative humidity of less than 10 per cent)


Fig. 4.88.-Variation of breakdown power with pressure, with and without Co *.
provided by circulating air which had been drawn through a trap cooled by dry ice. In a series of measurements using alternately dry and wet air, the average of breakdown values of seven trials with dry air was 5 per cent higher than that of the six interspersed trials using wet air. These experiments were not intended to afford a precise measurement of the effect of humidity but rather to serve as a guide in judging whether or not special precautions as to the control of humidity in conducting subsequent experiments were necessary. It was felt that since only a 5 per cent change was indicated under these extreme conditions of humidity, it would not be necessary to take special precautions.

In order to study the effect of sharp points, a quantity of fine brass chips whose average size was from 2 to 5 mils was introduced into a waveguide section of $40-\mathrm{mil}$ gap and tested at a wavelength of 1.25 cm . Breakdown with a large quantity of these "shop dust" particles present was about one-third of that observed before their introduction. The
same low figure was observed even after the particles were poured out of the waveguide section. The few remaining particles adhering to the walls were sufficient to maintain the low breakdown power. When these were removed by blowing out the waveguide section with a strong stream of compressed air, the original high breakdown power was again observed. Although these experiments are quite crude, they serve to indicate the importance of carefully removing all foreign particles from transmission-line components and serve to emphasize the desirability of removing burrs and rounding sharp corners. In all subsequent experiments, care was taken to observe these precautions in the waveguide test sections.
4.25. Effect of Duration and Repetition Rate of Pulses.-An investigation of breakdown phenomena at microwave frequencies is complicated by the necessity of using short pulses of r-f power. The use of short pulses in such investigations is required both by the fact that pulses are commonly used in microwave applications and also by the fact that it is in this way that the extremely high electric fields desired may best be produced.

It is to be expected that the fields required. to produce breakdown within the short time interyal represented by the pulse would exceed those corresponding to continuous wave conditions. It has been observed that the delay between the time of application of a d-c voltage and the resulting breakdown is a rather strong function of the "over voltage." That is, a rather long time will be required for the formation of a spark if the voltage is just sufficient to cause breakdown, whereas the time becomes increasingly shorter as the voltage is increased above this critical value. This is to be expected since the rate of multiplication of ions is increased when the voltage is made greater.

A careful study of the dependence of breakdown power on the pulse width was made, and the resulting data are plotted in Fig. 4.89. From the average of the slopes of the three lines of Fig. 4.89 , the empirical relation $P \propto \tau^{-0.23}$ is obtained. Other data have been taken which indicate a considerably stronger dependence on pulse length, and there are indications that under some conditions the data are better represented by $P \propto \tau^{-0.5}$. It is suggested that $P \propto \tau^{-3 / 5}$ represents a rather good approximation under average conditions.

The method of measuring the pulse power in taking the data of Fig.
4.89 deserves mention, since it is entirely different from that usually employed. The magnetron current was passed through a noninductive 1-ohm resistor, and the voltage drop across the resistor was applied to the vertically deflecting plates of the synchroscope. If the performance chart of the $4 J 53$ magnetron used is consulted, it will be found that the


Fra. 4.90.-Dependence of breakdown power on repetition rate. Average result: $P \propto \nu_{\mathrm{r}}^{-0.13}$.
efficiency of the tube does not vary appreciably over the range of currents used. The voltage applied to the input terminals of the magnetron is almost constant over the same range of currents; consequently, the magnitude of the current is closely proportional to the power supplied to the tube and, by virtue of the constancy of efficiency, to the r-f power delivered by the tube. The power scale of Fig. 4.89 represents the height of the deflection on the synchroscope, which is proportional to the current through the magnetron.

This method of measurement of pulse power was especially needed for the single pulse breakdown work, denoted by $\nu_{\tau}=0$. The method


Fig. 4.91.-Dependence of breakdown power on pulse length at constant duty factor. Average result: $P \propto f(\mu \tau) \tau^{-0.34}$. also is advantageous for general use since the measurement of pulse power is not dependent on the accuracy of measuring pulse length and repetition rate.

In contrast to the expectation that the breakdown power would depend strongly on pulse length, it is hardly to be expected on theoretical grounds that any appreciable dependence on repetition rate should be observed. The shortest interval between pulses, about $500 \mu \mathrm{sec}$ for $\nu_{r}=2000$ per second, is so long that the ionization held over from one pulse to the next would be expected not to be very important. Nevertheless, a very definite dependence is observed as indicated by Fig. 4.90. The data plotted represent averages for a number of different conditions in which $\tau, d$, and $\lambda$ are varied. The effect may be represented empirically as $P$ $\propto \nu_{r}^{-0.13}$ or simply $P \propto \nu_{r}^{-1 / 6}$.

Since the dependence of breakdown power on pulse length is stronger than its dependence on repetition rate, it is to be expected that breakdown power will increase with decreasing pulse length if the product $\tau \times \nu_{r}$, sometimes called the "duty factor," is kept constant. Figure 4.91 illustrates this. Combining the empirical relations suggested above, one would expect to obtain

$$
\begin{aligned}
P & \propto \tau^{-15} \nu_{\tau}^{-1 / 6} \\
& \propto\left(\nu_{\tau} \tau\right)^{-1,6} \tau^{-1 / 5} .
\end{aligned}
$$

The slope of Fig. 4.91 corresponds to a somewhat stronger dependence on pulse length but is in qualitative agreement with expectations.
4.26. Effect of Pressure, Gap, and Wavelength.-In d-c measurements on breakdown the two variables ordinarily considered are pressure and gap. A third, which is inevitable in a-c work, is that of frequency


Fig. 4.92.-Relation between breakdown field strength and pressure for the gap heights, and wavelengths indicated on curves. The meaning of the symbols on the curves is given in Table 4.12.
or wavelength, and the additional parameters, pulse length and repetition rate, enter whenever pulsed operation is considered. Now that the effect of these latter parameters has been described, the study of the dependence of breakdown fields on pressure, gap, and wavelength, keeping fixed the parameters associated with the pulse, is to be considered.

The data to be presented in connection with this study were taken at wavelengths of 1.25 and 3.20 cm . The gaps used at the shorter wavelength were $6,16,36$, and 59 mils and, at the longer wavelength, 6,17 , and 38 mils. In all cases the pulse length was $0.25 \mu \mathrm{sec}$, the repetition rate 500 per second; and the radioactive-cobalt capsule was used. The data are presented in a number of different ways in Figs. 4.92 through 4.96 .


Fig. 4.93.-Data of Fig. 4.92 plotted with $E / p$ against $p$.


Fig. 4.94.-Data of Fig. 4.92 plotted with $E / p$ against $p d$.


Fig. 4.95.-Data of Fig. 4.92 plotted with $E / p$ against $p \lambda$.


Fig. 4.96.-Data of Fig. 4.92 plotted with $E / p$ against $p d \lambda$.

In all cases it was found that for pressures of about one-half to one atmosphere, the electric field at breakdown was essentially the same for all gaps and for both wavelengths, as illustrated by Fig. 4.92. In addition, the electric field became more or less proportional to the pressure at these high pressures. This fact is demonstrated graphically in Fig. 4.93 where the ratio $E / p$ is plotted as the ordinate and the constancy of this ratio at high pressures indicates linearity of the relationship.

In d-c work it is found that the product $p d$ of the two variables, pressure and gap width, is a significant quantity. A relation known as Paschen's law is verified both experimentally and theoretically in the case of $\mathrm{d}-\mathrm{c}$ breakdown. One formulation of the law states that the breakdown voltage $E d$ is a function of the product $p d$, and when the breakdown voltage is plotted against $p d$ a unique curve results. The law may be stated in several other forms but is not to be misinterpreted as asserting that breakdown voltage is proportional to $p d$. An alternative formulation of the law, easily derived from that just given, is that $E / p$ is a function of $p d$. It has been shown, ${ }^{1}$ providing certain assumptions are made regarding the processes involved in the discharge and certain restrictions imposed on the values of $\omega, p$, and $d$, that $E / p$ should be a function of $p d$ in high-frequency discharges. In order to see whether or not Paschen's law has significance for these microwave breakdown data, the quantity $E / p$ is replotted against $p d$ in Fig. 4.94. For the higher values of $p d$, it appears that all the curves approach constancy of $E / p$ and the value approached seems to be about the same as the d-c figure of 40 . The agreement with the d-c value is probably fortuitous since there are several complicating factors in the microwave data. Chief among these factors are the tendency of the $\mathrm{Co}^{*}$ to cause a reduction in breakdown field and the counterbalancing tendency of short pulses tending to raise the breakdown fields. It can hardly be said that the Paschen plot Fig. 4.94 represents an appreciable improvement on the simple pressure plot of Fig. $4 \cdot 93$, except at the higher values of $p d$.

A general principle of similarity for a-c discharges has been pointed out by Margenau. ${ }^{2}$ The principle is strictly valid only for steady-state discharges in which the a-c field is continuously applied and in which the effect of metal walls is negligible, as it is in the so-called "electrodeless" discharge. Within these limitations the principle states that no changes in the properties of the discharge should occur so long as the ratios $E / p$ and $\omega / p$ are both constant, provided that the changed conditions do not activate additional sources of ionization or destroy active ones. While

[^28]the present experiments do not fulfill the requirements on which this principle is based, it was felt that its application might lead to some improvement in presentation. Accordingly, the data on $E / p$ were plotted against $p \lambda$, a quantity proportional to the reciprocal of $\omega / p$, with the result shown in Fig. 495. It may be seen that the data at the two wavelengths for a given gap dimension are brought into fairly good agreement by a plot of this type. This correlation is encouraging, and it would be desirable to check it by performing further experiments. Two additional curves, K16 and X17, which were omitted in the previous graphs to avoid confusing them, are included in order to give added evidence of the correlation indicated.

In an attempt to obtain a better correlation between the various gap widths of Fig. 4.95 , the gap width $d$ was introduced as a multiplying factor in the abscissa, with the result shown in Fig. 4.96 . With the exception of the 6 -mil curves, a considerable improvement in the presentation results. If instead of the multiplier $d$ its square root is introduced, the 6 -mil curves are in better agreement with the others, while the 59 -mil curve is then detached from the others. While the plot of Fig. 4.96 is not so good as one might hope to obtain, it seems to represent one of the most significant ways of presenting the data. The justification for such a plot is largely empirical, although it may be argued that if $\lambda$ is kept constant it makes $E / p$ a function of $p d$, as suggested by Holstein, and if $d$ is kept constant it makes $E / p$ a function of $p \lambda$, as suggested by Margenau.
4.27. Summary and Discussion of Breakdown Results.-The data discussed in the preceding sections lead to some very definite conclusions but certain inconsistencies in the data presented indicate the desirability of obtaining additional data. Certain changes in experimental technique and the desirability of investigating effects not definitely established are also suggested by a survey of the data. Both a résumé of these results and recommendations in regard to future experiments are presented in this section.

1. The repeatability of the data was definitely improved by the use of radioactive cobalt, but the breakdown power was decreased by a rather large factor, and this factor appeared to be dependent on such parameters as pressure and gap. It is suggested that the use of an ionizing agent such as ultraviolet illumination that would produce a more continuous supply of low-energy electrons would be preforable. The fact that the (o* ionizes in large bursts at irregular intervals may be undwimble when the electrical field is applied in pulses.
2. The data indicate that humidity is rather umimportant. The fact that no more than 5 per cent difference oecurred between
breakdown powers with "wet" and "dry" air was definitely indicated.
3. The effect of sharp corners was found to be very large. This emphasizes the desirability of removing machining burs and of rounding sharp corners.
4. It was definitely shown that breakdown power increases as the pulse length is reduced. While certain quantitative variations were observed from one set of data to another, an average of all the data indicates the empirical relation $P \propto \tau^{-3}$. An investigation of the factors that cause the discrepancy between different sets of data might be profitable.
5. The breakdown power was found to decrease, as the repetition rate was raised. The empirical relation indicated was $P$ o $\nu_{r}^{-3 / 18}$.
6. When the product $\nu_{r} \tau$, frequently refered to as the "duty factor," is kept constant, the effect of pulse length predominates. Combining the two empirical relations discussed under Paragraphs (4) and (5) gives

$$
P \propto\left(\nu_{r} \tau\right)^{-1 ;} \tau_{\tau}^{-15} .
$$

More data are needed to verify this relation.
7. At higher pressures, namely, above about one-half atmosphere, all data tend to show that the electrie field $E$ is proportional to the pressure $p$; that is, $E / p$ is approximately constant.
8. For a given value of pulse length $\tau$ and repetition rate $\nu_{r}$, there appears to be good evidence to support the relation

$$
\frac{E}{p}=f\left(\frac{\omega}{p}\right) .
$$


 tumprature.
9. There is less definite indication that the relation $E / p=f(p d)$ is valid; however, a combination in which $E / p$ is plotted against $\lambda p d$ represents the data fairly well.
10. A summary of the above empirical relations will tend to indicate that for values of $\lambda p d(\mathrm{~cm} \times \mathrm{mm} \mathrm{Hg} \times \mathrm{cm})$ exceeding about 50 , the following empirical relation is fairly good:

$$
\frac{E}{p}=42 \tau^{-4 / 4} \nu_{r}^{-3 / 4}
$$

where $\tau$ is in microseconds, $\nu$, is in thousands of pulses per second, $E$ is in volts per centimeter, and $p$ is in millimeters of mercury.
11. The dependence of breakdown field strength or power on altitude may be determined by using these results in conjunction with Fig. 4.97.

## CHAPTER 5

## FLEXIBLE COUPLING UNITS AND LINES

By F. E. Ehlers and F. T. Worrell

Although the transmission of power at microwave frequencies is most effectively accomplished by means of rigid coaxial lines or waveguides, certain applications demand the use of flexible units. Such units are necessary when allowance must be made for the relative motion of two components, either because of vibration, or because such motion is an essential part of the function of the device. Flexible coupling units fall naturally into two classes: those employing coaxial lines, and those in which waveguide techniques are used.

## FLEXIBLE COAXIAL CABLES

By F. E. Ehlers

Two types of coaxial cables have been used for r-f transmission: beaded cables and solid dielectric cables. A beaded cable is made by slipping "fish spine" beads over a copper wire used as a center conductor, and braiding a wire shield over the beads as an outer conductor. The construction is shown in Fig. 5•1. This type of cable has been largely replaced by the solid dielectric cable which is made by extruding a dielectric (usually polyethylene) over a conductor, either solid or stranded, and by braiding a shield over the dielectric. On some cables two braids are used in order to obtain better shielding. Over the outer braid, a jacket, usually of some vinylite plastic, is either extruded or tubed. For naval installations, in addition to the plastic jacket sometimes a steel braided armor is woven over the cable. Solid dielectric cables are much more rugged than the beaded cables since polystyrene beads, being brittle, are easily broken, and thereby introduce losses by reflection and possible short-circuiting of the cable.

For the purpose of facilitating the production of r-f cables, rigid lines, and connectors for radio and radar equipments for the Army and Navy, a joint Army-Navy R-f Cable Coordinating Committee has been set up with headquarters in Washington, D. C. This committee, with the aid of the services, laboratories, and manufacturers, has determined standards for rigid lines, coaxial cables, connectors, and adapters. A numbering system to facilitate the description and ordering of transmission lines and fittings has also been estabiished. For r-f transmission lines, the
number system RG-/U was designated. This includes flexible cables, rigid coaxial lines, and waveguides. The UG-/U numbering system was assigned to connectors and adapters used with these transmission lines. These systems may be remembered more easily by means of the following interpretation: "RG" means "radio guide," and "UG" means "union guide." The final "U" means "universal." As this committee is a

lirg. 5.1.-Construction of beaded and solid-rore cables, showing braid, core, center conductor, and jacket.
wartime agency, it will soon cease to function; but a new committee will be formed to carry on a similar work for the postwar period.

The Army-Navy R-f Cable Coordinating Committee has from time to time published specifications of all cables, lines, and fittings recommended for Army and Navy equipment. These particulars were not meant to be restrictive in any way, and when improvements were made they were described in detail. The latest specifications on coaxial cables are those of JAN-C-17 which were publ shed July 31, 1945. A complete index of r-f transmission lines and fittings was published by the same committee on June 15, 1945. Some of the material in this chapter is taken from these two publications. Although the present diseussion is not intended to be exhaustive, it covers rather completely the cables, conncetors, and adapters that are suitable for microwave frequencies. The discussion is
limited to flexible cables having a nominal characteristic impedance of 52 ohms since such cables mateh approximately the rigid lines used at microwave frequencies. With the tolerances that cable manufacturers can now hold, the characteristic impedance of these cables is within $\pm \mathbf{2}$ ohms of this nominal value.
5.1. Attenuation in Flexible Cables.--'The attenuation in a flexible coaxial cable is made up of two kinds of losses: series losses in the center and outer conductors, and shunt losses in the dielectric. The series losses are proportional to the square root of the frequency and may be calculated from the following formula ${ }^{1}$ for the series attenuation $A_{s}$ in decibels per meter:

$$
\begin{equation*}
A_{\mathrm{s}}=\frac{27.37}{Z_{0}} \frac{1}{\sqrt{\lambda}}\left(\frac{\sqrt{\rho_{\mathrm{c}}} K_{c}}{a}+\frac{\sqrt{\rho_{0}}}{b}-\frac{K_{0}}{b}\right) . \tag{1}
\end{equation*}
$$

Here, $Z_{0}$ equals the characteristic impedance of the cable; $\rho_{c}$ and $\rho_{o}$ are the resistivitics of the center and outer conductors, respectively; and $K_{c}$ and $K_{0}$ are the factors of attenuation of the stranded and braided conductors as compared with that of perfect cylinders of the same material.

Shunt losses are caused by the conductivity of the insulating material. The dielectric constant of an imperfect dielectric may be expressed as a complex quantity, the imaginary component designating the conducting or dissipating property of the material. For example, a lossless coaxial line may be said to have a shunt capacitive susceptance per unit length, which will be called $j \omega c k_{c}$, where $\omega$ is the angular frequency, $c$ is the capacity per unit length with air as the dielectric, and $k_{c}$ is the relative dielectric constant of the insulator. If we substitute an imperfect dielectric so that $k_{e}=k_{e}^{\prime}-j k_{e}^{\prime \prime}$, we have the following shunt admittances:

$$
j \omega c\left(k_{e}^{\prime}-j k_{c}^{\prime \prime}\right)=j \omega c k_{e}^{\prime}+\omega c k_{c}^{\prime \prime}=g+j \omega c .
$$

From the above equation it can be seen that $\omega c k_{c}^{\prime \prime}$ is the shunt conductance of a coaxial line and is directly proportional to frequency. The power factor for a low-loss dielectric is well approximated by the formula

$$
P \approx \frac{k_{e}^{\prime \prime}}{k_{e}^{\prime \prime}} .
$$

For polycthylene, which is used in all cables at microwave frequencies, the power factor is about 0.0004 . The shunt losses $A_{p}$, of a coaxial line may be calculated from the equation

$$
\begin{equation*}
A_{p}=0.091 \times 10^{-5} \sqrt{k_{4}^{\prime} P_{\nu}} \quad \mathrm{db} / \mathrm{m} . \tag{2}
\end{equation*}
$$

An examination of Eqs. (1) and (2) reveals that shunt losses are inde-
${ }^{1}$ J. C. Slater, Microcave Transmission, MeGraw-Hill, New York, 1942, p. 162; Vol. S, Ser. 2-19, Radiation Lahoratory Series.
pendent of the size of the cable but that the series losses in each conductor are inversely proportional to its radius.

To illustrate the effect on the attenuation of braid, as compared with the attenuation of a solid cylindrical conductor of the same metal, let us take the RG-14/U cable which has the following characteristics:

| $a$ | $=0.101 \mathrm{in} .=0.00258 \mathrm{~m}$ | total attenuation | $=0.14 \mathrm{db} / \mathrm{ft}$ |
| ---: | :--- | ---: | :--- |
| $b$ | $=0.370 \mathrm{in} .=0.00940 \mathrm{~m}$ | $k_{e}^{\prime}$ | $=2.25$ |
| $\rho$ | $=1.724 \times 10^{-8}$ ohm-meters | $Z_{0}$ | $=52 \mathrm{ohms}$ |
|  | for copper | $P$ | $=0.0004$ |

$\lambda=10 \mathrm{~cm}=0.1 \mathrm{~m}$
From Eq. (2), the attenuation caused by the polyethylene dielectric is $0.05 \mathrm{db} / \mathrm{ft}$. Substituting proper values in the first term of $\mathrm{Eq}_{\mathrm{q}}$. (1), after letting $K_{c}=1$ since the conductor is not stranded, gives $0.052 \mathrm{db} / \mathrm{ft}$ for the loss in the center conductor and hence leaves another $0.038 \mathrm{db} / \mathrm{ft}$ for the attenuation of the braid. Assuming a perfect cylinder of copper, from Eq. (1), we calculate the loss in the outer conductor and obtain a value of $0.014 \mathrm{db} / \mathrm{ft}$. Thus the "braid factor" is

$$
\begin{aligned}
0.014 K_{b} & =0.038, \\
K_{b} & =2.7 .
\end{aligned}
$$

Nominal values for well-woven braids vary from 2.5 to 3 .
A brief explanation of braid construction will serve to point out some of the aspects of the design of flexible cables for a minimum braid factor. The first step in the design of a braid is the choice of the wire that will produce a braid rugged enough to minimize the contact resistance between individual wires. A number of thin wires are combined to form a carrier that we might compare to a single flat reed in a woven basket; a number of these carriers are woven in and out to form the braid. Around 99 per cent coverage is required for a braided conductor in order to avoid excessive loss by radiation and to ensure proper shielding. This coverage is determined by the number of ends per carrier, the number of carriers, and the number of "picks" per inch which make up the braid. The number of picks per inch is the number of times that a single carrier crosses over or under another carrier in an inch of cable. Another term applied to this characteristic of the braid is the word "lay"; this is the length of cable required for the carrier to make one complete revolution around it. Since the currents in a coaxial conductor are always in the direction of propagation, a braid having a long lay will have less attenuation than one having a short lay since less energy is dissipated in contact resistance. Mechanical considerations, however, limit the lay of the braid, and greater stability with flexing can be attained with a shorter lay. The tightness with which the braid is woven is also impor--
tant in eliminating instability under flexing and in decreasing the contact resistance between braid wires. It is also important that the individual braid wires should not be embedded in the dielectric and that jacketing material should not penetrate between them.
5.2. Jacketing Materials.-The two jacketing materials most widely used on flexible cables are regular vinyl and noncontaminating vinyl. The development of the noncontaminating type was undertaken because the plasticizer from the old type of vinyl jacket leached out, was absorbed in the polyethylene, and increased the power factor. The use of cables with the new type of jacket is especially important where the cables


No. of days heating at $92{ }^{\circ} \mathrm{C}$
lis. 5.2.-Contanination of polyethylene by vinyl jarket. The attenuations were measured at room temperature, $\lambda=10 \mathrm{~cm}$. The first 9 days of heating were at $68{ }^{\circ} \mathrm{C}$.
will be subjected to high temperatures. Figure $5 \cdot 2$ gives a comparison of attenuation, as a function of the number of days at a temperature of $92^{\circ} \mathrm{C},{ }^{1}$ of two samples of RG-9/L cable, one having the old vinyl jacket and the other, the new noncontaminating vinyl jarket. After 200 days, the total attenuation of the cable with the regular vinyl jacket had increased by a factor of almost 4 whereas the attenuation of the cable with the noncontaminating vinyl jacket had increased only $0.01 \mathrm{db} / \mathrm{ft}$ or about 6 per cent.

An examination of the copper braids of both cables indicated considerable tarnishing and corrosion and the formation of a coating of green waxy material. Although the plasticizer from the new jacket attacked the copper more vigorously than did the old material, its effect on the dielectric power factor was considerably smaller.

Both types of jacketing materials are flexible within the temperature range from $-25^{\circ}$ to $+90^{\circ} \mathrm{C}$ but are, of course, stiffer at the lower temperatures. For temperatures below $-25^{\circ} \mathrm{C}$, however, the jacket is very brittle and is likely to crack if the cable is bent. The regular vinyl jacket is slightly more flexible than the noncontaminating vinyl jacket at
${ }^{1}$ G. J. Schaible, "S-hand Attenuation and Capacity Stability of RG-9/U Cable," BTL Report No. G.JS-3710, Junc 1945.
temperatures lower than $-25^{\circ} \mathrm{C}$; it reaches a brittle state at about $-35^{\circ} \mathrm{C}$

These jackets are thermoplastic; that is, they may be deformed or softened by excessive heat or pressure. In general, they can be cut easily but do not tear readily; they also have good abrasion resistance. These materials have practically no permeability to gasoline or water.
5.3. Cables for Low-power Levels.-For low-power levels, the three cables most frequently used at microwave frequencies are the types RG-9/U, RG-21/U, and the RG-5/U. The RG-9/U cable is a doublebraided cable containing a polyethylene dielectric core with a stranded


Fig. 5.3.-Variation of attenuation with temperature for an RG-9/U cable. The ordinates are the change in attenuation from the value at $20^{\circ} \mathrm{C} . \lambda=10 \mathrm{~cm}$. Circles, temperature increasing; triangles, temperature decreasing.
center conductor that is made of seven strands of 21 AWG silver-clad wire. The inner braid is made of silver-clad copper in order to obtain lower contact resistance between the wires at high frequencies than would be attained with the use of pure copper. The diameter over the dielectric is 0.285 in .; and the total diameter over the jacket, which is the noncontaminating type, is about 0.440 in .

The attenuation of this cable at a wavelength of 10 cm is about 0.16 $\mathrm{db} / \mathrm{ft}$, and there is little or no variation of attenuation with flexing or with changes in temperature. Some recent measurements have been made at Bell Telephone Laboratories on the effect of heat on the attenuation of $\mathrm{RG}-9 / \mathrm{U}$ cable at 10 cm , between $20^{\circ}$ and $94^{\circ} \mathrm{C}$. A maximum increase of 6 per cent in the attenuation occurred at $60^{\circ} \mathrm{C}$ during the period of increasing temperature (see Fig. 5.3). However, during the cooling period a maximum increase of 9 per cent occurred at the same temperature. This represents a maximum deviation of about 0.014 $\mathrm{db} / \mathrm{ft}$ from the $20^{\circ} \mathrm{C}$ value and agrees very closely with results on a similar type of cable obtained some time ago at the Radiation Laboratory.

The stability of transmission for wavelengths smaller than 3.53 cm , however, is much worse. Variations of about 0.4 db in the r-f transmission through the cable were encountered by flexing a $20-\mathrm{ft}$ length; the measured attenuation of long lengths of cable varied as much as $0.02 \mathrm{db} / \mathrm{ft}$ depending on how tightly they were coiled. In the temperature range of $-40^{\circ}$ to $+70^{\circ} \mathrm{C}$, at a wavelength of 3.30 cm , the attenuation varied erratically between 0.30 and $0.40 \mathrm{db} / \mathrm{ft}$ (see Fig. 54).

Each successive heating cycle caused a permanent increase of about $0.01 \mathrm{db} / \mathrm{ft}$ in the attenuation intil, after about nine cycles of heating to a temperature of $60^{\circ} \mathrm{C}$ or more and cooling to room temperature, the


Fig. 5.4.-Attenuation of RG-9/C cable vs. temperature. $\lambda=3.3 \mathrm{~cm}$.
attenuation stabilized near $0.40 \mathrm{db} / \mathrm{ft}$. This random variation of attenuation with temperature cycling is undoubtedly caused by the expanding polyethylene disturbing the contacts between the braid wires. To lessen this variation, or possibly to eliminate it entirely, a new cable, which is designated as $\mathrm{RG}-9 \mathrm{~A} / \mathrm{C}$, has been designed with the silver inner braid having a shorter lay to give better stability. This special high-frequency cable will have slightly larger attenuation because of the shorter lay.

Measurements of the frequency sensitivity of the attenuation of RG-9/U cable have been made in the wavelength range from 3.15 to 3.55 cm . Because of the effect of flexing upon the attenuation, the cable was fastened to a board while the attenuation was measured, to ensure reproducible results. Over this wavelength range, the attenuation varied from $0.303 \mathrm{db} / \mathrm{ft}$ at 3.55 cm to $0.341 \mathrm{db} / \mathrm{ft}$ at 3.162 cm , a variation of about 12 per cent. The results are shown in Fig. 5•5.

The RG-21/U cable is an attenuating cable that is used when one piece of equipment must be isolated from another to eliminate interaction
between them; it is used, too, when a given amount of attenuation is needed to decrease the sensitivity of some piece of test equipment. This cable, like the RG-9/U cable, has a double braid: an inner one of silver-clad copper and an outer one of copper with a noncontaminating vinyl jacket. In order to achieve the desired attenuation, a highresistance No. 16 AWG Nichrome center wire is used. As most of the


Fig. 5.5.-Attenuation of RG-9/U cable vs. wavelength.
dissipation is in the center conductor, the attenuation in decibels is nearly proportional to the square root of the frequency. This cable was designed to replace the RG-38/U cable which uses "lossy" rubber dielectric with a power factor of about 0.006 as the dissipating element. In the RG-38/U cable, the attentuation is nearly proportional to fre-


Fig. 5.6.--Attenuation of $\mathrm{RG}-21 / \mathrm{U}$ cable vs. temperature at $10-\mathrm{cm}$ wavelength.
quency, and in addition the power factor of the rubber has a high temperature coefficient, about $0.008 \mathrm{db} / \mathrm{ft}$ per ${ }^{\circ} \mathrm{C}$. The RG- $21 / \mathrm{U}$ cable was developed to have a low temperature coefficient of attenuation. From $-40^{\circ}$ to $+60^{\circ} \mathrm{C}$ the attenuation at a wavelength of 10 cm has a maximum value of $0.84 \mathrm{db} / \mathrm{ft}$ at $+10^{\circ} \mathrm{C}$; and it decreases to $0.82 \mathrm{db} / \mathrm{ft}$ at each end of the temperature range, a total change of only 2.5 per cent (see Fig.

56 ). In the wavelength range from 8.6 to 12.6 cm , the attenuation varies from 0.74 to $0.90 \mathrm{db} / \mathrm{ft}$ as shown in Fig. 5.7.

Like the RG-9/U cable, the RG-21/U cable has a very good stability of transmission with flexing and temperature cycling, in the region from


Fig. 5.7.-Attenuation of RG-21/U cable vs. wavelength (10-cm band),
8 to 12 cm . However, at wavelengths of 3.53 cm and below, bending and flexing cause considerable variation. When a cable carrying r-f power at these high frequencies is bent or flexed, the attenuation increases, and several minutes are required for the transmission to return to the original level. Since most of the loss is in the center conductor, the effect of temperature on attenuation is less than in the RG-9/U cable and is in the opposite direction; that is, the attenuation decreases with increasing temperatures, as does the resistivity of Nichrome. Over the range from


Fis. 5•8.-Attenuation of RG-21/U cable vs. wavelength ( $3-\mathrm{cm}$ band). $-46^{\circ}$ to $+61^{\circ} \mathrm{C}$, the attenuation varies from 1.68 to $1.56 \mathrm{db} / \mathrm{ft}$. The variation is illustrated in Fig. 5•9. Over the wavelength range from 3.13 to 3.53 cm , the attenuation varies from 1.70 to $1.52 \mathrm{db} / \mathrm{ft}$, as shown in Fig. 5.8.

The RG-5/U cable is the same size as the RG-21/U cable. Instead of the Nichrome wire, No. 16 copper wire is used as the center conductor. The shield consists of two copper braids, and the jacket is a regular vinyl jacket instead of the noncontaminating type. This cable has not had as widespread usage for microwaves as the RG-9/U cable since there is
little gain in flexibility and the electrical properties are not so good. The attenuation of $\mathrm{RG}-5 / \mathrm{U}$ cable at 10 cm is about $0.22 \mathrm{db} / \mathrm{ft}$. It has been used principally for a flexible coupling from Sperry Klystrons since


Iig. 5.9.-Attenuation of JRG-21/U cable vs. temperature ( $3-\mathrm{cm}$ band).
the SKL fittings used on these Klystrons will fit the RG-5/U cable but not the RG-9/U. These SKL fittings are shown in Figs. $5 \cdot 37$ and $5 \cdot 38$ at the end of Sec. $5 \cdot 11$.
5.4. High-power Cables.-For high-power transmission, there are two cables that have been most widely used. These are the RG-14/U


Fig. 5•10.-Average power transmitted by cables of various sizes. KG -/U numbers on curves refer to Table $5 \cdot 5$. cable, its armored equivalent RG-74/U, and the RG-17/U cable with its armored equivalent RG-18/C. The RG-14/U cable has a polyethylene dielectric core of 0.375 in . diameter, with a No. 10 AWG copper wire for the center conductor. There are two copper braids over the core covered by a noncontaminating vinyl jacket. The resulting over-all diameter is about 0.550 in . The attenuation of this cable at 10 cm is $0.14 \mathrm{db} / \mathrm{ft}$. Since the diameter is slightly larger than that of the $\mathrm{RG}-9 / \mathrm{U}$ cable, the series conductor losses and therefore the total attenuation are somewhat less.

The RG-17/U cable has a polyethylene core which has a 0.680 in . diameter and contains a center conductor of copper rod or tubing of 0.188 in . diameter. A single copper shield is braided over the core, and a noncontaminating jacket of 0.760 in . diameter is tubed or extruded over the braid. The attenuation is $0.096 \mathrm{db} / \mathrm{ft}$ at a wavelength of 5.00 cm where the cable begins to transmit the $T E$-mode.

The power breakdown for the dielectric-filled cables is of two kinds: thermal breakdown, and voltage breakdown. Thermal breakdown occurs when the dielectric softens because of the heating under high average power and allows the center conductor to move with respect to the outer conductor. Voltage breakdown occurs when the r-f voltage exceeds the dielectric strength of the insulation. Figure $5 \cdot 10$ shows a graph giving the average power rating of the cables of various sizes, including the RG-14/U and RG-17/U cables. These curves are calculated on the basis of a center-conductor temperature of $175^{\circ} \mathrm{F}$ and an ambient temperature of $104^{\circ} \mathrm{F}$. As the frequency of the r-f current is increased, the power rating of the cable is decreased. This is because the amount of heat to be dissipated per unit length increases with the attenuation.

The RG-14/U cable has been tested under pulsed r-f power, at a wavelength of 10 cm , with a $1-\mu \mathrm{sec}$ pulse and a repetition rate of 1000 pps. True voltage breakdown was not attained in this way, but just above a pulse power of 300 kw failures usually occurred in the r-f connectors. This cable certainly should not be run at peak powers greater than 300 kw at microwave frequencies, although the maximum operating voltage as recommended by the Army-Navy R-f Cable Coordinating Committee is 5500 volts rms, which corresponds approximately to 500 kw pulse. This pulse power rating, of course, is limited by the amount of average power which the cable will transmit safely.

The RG-17/U cable was run for an hour at 1.2 Mw pulse power with a duty ratio of $1 / 1000$ without any noticeable change. The voltage rating on this cable is 11,000 volts rms.
5.5. Resonances in Coaxial Cables.- Some flexible coaxial cables have been found to exhibit bad resonances at certain frequencies. These resonances are caused by certain periodic variations in the characteristic impedance of the cable which result from the periodic fluctuations of the diameter of the dielectric, the centering of the center conductor, or the ellipticity of the core. These resonances are characterized by a rapid change, with wavelength, in the standing-wave ratio looking into the cable and by an increase in the attenuation. They have been observed, at the Radiation Laboratory, in the RG-8/U and RG-9/U cables in the region of wavelengths from 8 to 10 cm . The standing-wave ratio changed from 1.1 to about 2 in voltage and dropped back to 1.1 in about 0.3 per cent change in wavelength, or in about $10 \mathrm{Mc} / \mathrm{sec}$. At the resonance frequency, the transmission decreased by about 20 to 50 per cent of the transmission off resonance. In six samples, resonances were found at $8.4,9.2,9.4 \mathrm{~cm}$ (see Fig. $5 \cdot 11$ ). It is apparent that these resonances are caused by periodic variations because, if a cable that resonates is cut in half, each half will resonate at the same frequency as the original length.

The Naval Research Laboratory has reported finding resonances in
the RG-17/U, the RG-18/U, and the RG-9/U cables in the wavelength range from 46 to 22 cm . Nearly all the samples tested exhibited resonances with maximum voltage standing-wave ratios varying from 1.4 to 8 . Measurements on the diameters revealed a definite periodicity (see Fig. 5•12). Cables in which abrupt changes occurred in the diameter showed much higher standing-wave ratios at resonance. One cable sample in which the resonance was small did not have very abrupt changes in the diameter but had a more gradual periodic variation. From the standpoint of transmission-line theory, gradual changes, even if pericdic


Fig. 5-11.-Resonances in RG-9/U cable.
would cause little reflection. However, abrupt discontinuities that are repeated periodically will add up to a very large mismatch at the input end of a long cable at those frequencies for which these abrupt discontinuities are spaced by an integral number of half cycles.

The RG-8, $9,17,18 / \mathrm{U}$ cables are the only cables that have been tested for resonances, but it is presumed that, since the extrusion is done in a similar way for other types of cables, they too may exhibit resonance effects. In very short lengths of cable, the effect of resonance is less noticeable; but in long lengths, the standing-wave ratio may become very high. As refinements are made in the techniques of manufacture these resonances may be eliminated or considerably lessened.
5.6. Flexibility and Durability of Coaxial Cables.-Tests of the flexibility and durability of coaxial cables are inadequate, but some results on the $\mathrm{RG}-14 / \mathrm{U}$ cable will give an indication of what may be expected of a cable under flexing. Table $5 \cdot 1$ gives the results and a
description of tests on three samples of RG-14/U cable flexed at the rate of 90 cycles per minute.



Fig. 5.12.-Periodicity in core diameter of RG-17/U cable.
Table 5-1.-Effects of Repeated Flexing of Coaxial Cables

| Sample <br> No. | Description <br> of tests | Time <br> flexed | Number of <br> flexings | Condition after flexing |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | From straight to a <br> $3 \frac{1}{2}$-in. radius <br> From straight to a <br> 5 -in. radius | 2 hr | $12 \mathrm{hr}, 18 \mathrm{~min}$ | 71,820 | Ragged copper braid, broken <br> center conductor, dielectric <br> and jacket unharmed. <br> Inner braid slightly dis- <br> turbed, center conductor <br> broken, dielectric and jacket <br> unharmed. |
| 3 | From straight <br> $6-\mathrm{in}$. radius | $25 \mathrm{hr}, 37 \mathrm{~min}$ | 138,330 |  |  |
| Center conductor broken in <br> three places. Braid, dielec- <br> tric, and jacket unharmed. |  |  |  |  |  |

These cables are early samples of RG-14/U and contain a center conductor of copper-weld wire, which is copper drawn over a steel center core. With this construction, the wire is brittle and inclined to break from metal fatigue under flexing. The present RG-14/U cable uses solid copper wire, and therefore, under the same conditions, will probably
last longer than the samples described above. The RG-9/U cable is much more flexible than the $\mathrm{RG}-14 / \mathrm{U}$. A $4-\mathrm{oz}$ force is required to bend a straight 1 -ft length of RG- $9 / \mathrm{U}$ cable to a radius of curvature of about 8 in ., whereas a 10 -oz force is required to bend a straight $1-\mathrm{ft}$ length of RG-14/U cable to a radius of curvature of about 16 in . In permanent installations, the Navy recommends that bends having radii of curvature not less than ten times the diameter of the cable be used. This certainly ought to be the lowest limit in the radius of curvature of a cable under repeated flexing.


Fig. 5•13a.-Type N connectors, UG-21/U, UG-22/U.


Fig. 5•13b.-Type N connectors, UG-21b/U, UG-22b/U.
5.7. Connectors for Cables for Low Power.-The connector that is used most prevalently on low-power cables is the type N. Cross-sectional drawings for two types of N connectors are shown in Figs. 5•13. The first type uses a polystyrene bead 0.254 in . long. The second is a modification of the polystyrene connectors and uses Teflon, a material with a low dielectric constant, for the insulating bead. In this new design, an improvement was made in the technique of coupling the braid and jacket to the body of the connector. The original type N connector, shown in the drawing on the left side of Fig. 5•13, was somewhat unsatisfactory because the cable core worked away from the bead of the connector, and the braid was stretched from bending and flexing with use. In the new design, shown in the drawing on the right-hand side of Fig. $5 \cdot 13$, a rubber washer is compressed by a nut and grips the jacket, braid, and cable core to the main body of the connector. In this construction, there is less likelihood of the braid stretching to allow the dielectric and center conductor to pull away from the connector bead. An additional advantage in the new design is the step in the outer
conductor of the plug; this step reduces the mismatch caused by a gap between the plug pin and jack center contact. This allows an adjustment in the tolerances so that there is always a gap that will prevent the spreading of the jack fingers by the shoulder against the plug pin. An interim design embodying these mechanical properties, but using polydichlorostyrene dielectric instead of Teflon, has been made. These three types are designated in the following way: the original connector has an ordinary UG-/U number; the mechanically improved design with the

lis: $5 \cdot 14$. - Theoretical performance of tspe $N$ connectors. The aireles represent the improved type with a Teflon bead, the sumpes the original type with a polistyrene bead.
polydichlorostyrene dielectric bead is designated by a CG-A/U number; the Teflon-dielectric connectors are designated by a UG-B/L number. A complete listing of the connectors designed for each cable is found in the table at the end of the section on flexible cables.

Figure $5 \cdot 14^{2}$ shows a graph of the performance of the type $N$ connectors with the 0.254 -in. polystyrene or polydichlorostyrene beads and the modified comectors using Teflon dielectric beads. The dielectric constant for Tefton is low (2.1) compared with that for polystyrene (2.56). This low dielectric constant reduces considerably the maximum mismatch that can oceur in a pair of connectors because of the shunt capacities at the steps that result from the introduction of the beads. For the Teflon comeetors at a wavelength of 5 cm , the maximum stand-ing-wave ratio is 1.2 in voltage whereas the ratio for the polystyrene

[^29]connectors is i .3 at the same wavelength. Most of the improvement in match was made in the wavelength range from 3.0 to 3.5 cm . The length of the Teflon was made nearly a quarter wavelength at 3.3 cm in order to cancel out the shunt capacity of the step in the outer and inner conductors which was caused by the introduction of the bead. In this way each bead is compensated to be well matched from 3.0 to 3.5 cm . The two beads are spaced so that the reflections from them cancel each other at a wavelength of 9.3 cm . This spacing was made in order to have a single connector design that would be good from 8 to 12


Fig. 5-15.... Histogram of voltage standing-wave ratios observed on commercial type $N$ connectors; $(a)$ is for $\mathrm{RG}-9 / \mathrm{U}$ cable, $(b)$ is for $\mathrm{RG}-21 / \mathrm{U}$ and $\mathrm{RG-5} / \mathrm{U}$ cables.
cm as well as from 3.0 to 3.5 cm in wavelength and that ultimately would replace the original polystyrene type of connector.

The curve in Fig. 5•14 indicates only relatively what may be found in actual cables and connectors. The plug-and-jack center contacts introduce reflections that are erratic and unpredictable. In the $3-\mathrm{cm}$ band, the center contacts alone have been found to produce standingwave ratios as high as 1.1 in voltage. For best match, the extreme ends of the fingers of the jack center conductor should make contact with the plug. Since the characteristic impedance of the cable varies $\pm 4$ per cent and may not be uniform along the whole length, the magnitude and phase of input impedance of the cable may vary over a considerable range. Data on voltage standing-wave ratio have been obtained from 1775 UG-21/U and UG-22/U connectors attached to RG-9/U cables by technicians during the last two and a half years at the Radiation Laboratory. Seventy-seven per cent of these connectors had a voltage standingwave ratio of 1.15 or less around $10-\mathrm{cm}$ wavelength, and 46 per cent had a VSWR of 1.10 or less (see Fig. 5-15). The results on the RG-5/U and RG-21/U cables were not so good. Only 23 per cent of the connectors
had a VSWR of 1.15 or less, and 61 per cent of the connectors had a VSWR between 1.16 and 1.25 . Since these cables are smaller than the RG-9/U, the shunt reactance at the junction between the cable and the connector is greater and undoubtedly causes the higher standing-wave ratio.

In the range of wavelengths from 3.1 to 3.5 cm , the $\mathrm{UG}-21 / \mathrm{U}$ and UG-22/U connectors on the RG-9/U cable are badly mismatched. Four pairs of connectors were tested with the following average results:

| Wavelength | 3.1 cm | 3.3 cm | 3.5 cm |
| :---: | :---: | :---: | :---: |
| VSWR. | 1.58 | 1.32 | 1.25 |

This cable connector has been used at these frequencies but only in conjunction with a transition from coaxial line to waveguide, or in some r-f component for which the connector mismatch has been compensated in the design. Results for the Teflon-dielectric connector in the $3-\mathrm{cm}$ wavelength range are somewhat comparable to those for the polystyrene connectors for RG-9/U cable at 10 cm . The following are data taken at the Polytechnic Institute of Brooklyn.

Table 5.2.-Teflon Connectors

| Number of pairs <br> tested | 3.1 cm | 3.3 cm | 3.5 cm |
| :---: | :---: | :---: | :---: |
| 14 | 1.12 | 1.18 | Average VSWR |
| 12 | 1.13 | 1.13 | 1.10 |
| 5 | 1.11 | 1.06 | 1.11 |
| 6 | 1.07 | 1.15 | 1.10 |
| Average..... | 1.11 | 10 cm | 1.11 |
|  | 9 cm | 1.10 | 1.10 |
|  | 1.09 | 1.12 | 11 cm |
| 12 | 1.13 | 1.06 | 1.13 |
| 5 | 1.07 | 1.10 | 1.06 |
| Average..... | 1.10 |  | 1.12 |

Type $N$ Adapters.-Since type $N$ connectors are very widely used, a series of adapters has been designed. These include not only couplers to the various rigid lines but also such adapters as shunt T's and pressurizing fittings. In Table 53 , these adapters are listed, information concerning the match at wavelengths of 3.2 and 10 cm being given where it is known. Figures $5 \cdot 16$ give cross-sectional sketches of some of these adapters.
5.8. HN Connectors.-The type HN connectors (UG-59, 60, 61/U) have been designed for applications using the RG-8/U cable, which require higher voltages than the type N connectors will safely transmit. These connectors, which are shown in Figs. 517, are designed so that the path length in air between the dielectric surfaces is as long as possible. This air path is increased by trimming the polyethylene core of the cable

in the shape of a cone which fits into the polystyrene bead. The tool required for this is like a simple hand peneil sharpener and is designated by the Army and Navy number MX-103/L. Also, the bead of the jack is cut so that it will fit into the polystyrene bead of the plug. The Army-Navy R-f Cable Coordinating Committce rates this connector for 4000 volts peak at an altitude of $50,000 \mathrm{ft}$.
5.9. High-power Connectors to Rigid Lines.-The Army-Navy R-f Cable Coordinating Committee has designed a field-assembly connector for joining the RG-14/U cable to $\frac{7}{8}$-in. stub-supported line. In this cable connector, designated UG-207/U, the center contact is forced under the dielectric for about $\frac{1}{2} \mathrm{in}$. and is soldered to the center wire at the end of the dielectric. Then the cable core is pushed into the polydichlorostyrene bead, the outer diameter of which is such that the characteristic imped-
ance is 52 ohms (see Fig. $5 \cdot 18$ ). This feature gives a long path length, so that the possibility of breakdown through the air between the cable dielectric and the bead is considerably lessened. A butyl-rubber washer

Table 53.-Type $N$ Adapters

| Army-Nayy number | Description | Figure number | Voltage standing-wave ratio |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | 10 cm | 3.2 cm |
| UG-30/L | Adapter from $X$ plug to $\lambda$ plug for pressurizing a unit. | $5 \cdot 16$ | $1.10-1.15$ | 1.20-1.30 |
| UG-29/L | Adapter from N plug to N plug, not pressurized. | $5 \cdot 16$ | $1.15-1.20$ | * |
| UG-27/U | Right angle, fits betweer N plug and jack. | $\ldots$ | 1.15-1.25 | * |
| UG-27A/U | Right angle, fits between N plug and jack, better matched than UG-27/L. | $5 \cdot 16$ | $1.10-1.15$ | * |
| UG-202/L | Right angle from $N$ plug to $N$ plug. | $5 \cdot 16$ |  |  |
| UG-28/L | Branched $T$, coupling to $N$ plugs on all arms. | $5 \cdot 16$ | 1.5 |  |
| U'(i-107/L | Branched T, one branch couples to plug; other two to jacks. | $5 \cdot 16 \dagger$ | 1.5 |  |

* Appears as very high reactance sinco braided section propagates coaxial TE-mode.
+ Same except plug on vertical arm.

lig. $5 \cdot 1 \mathrm{~S} .-\mathrm{UG}-207 / \mathrm{L}$ connector.
is compressed between the two polydichlorostyrene beads in order to seal hermetically the line to which the connector is coupled. To reduce the possilifity of corona in the air gaps, Dow Coming Ignition Sealing Compound is applied liberally to the cable core and center contact before inserting them into the bead at assembly.

One bad feature of this connector is that the center contact is not
soldered to the center wire of the cable at the end that is forced under the dielectric. Should the diameter of the hole in the center contact which fits over the cable center wire be large, and should some dielectric be forced into it between the center conductor and the center contact, at this point a reentrant section of line would be formed in series with the main coaxial line. At microwave frequencies, this section could be an appreciable part of a wavelength and might therefore introduce considerable reflection. In assembling a connector of this type care must be exercised to ensure a good contact at this tip.

Electrical tests have been made on the UG-207/U connector in which 290 ft of RG-14/U cable were used as a termination. The following results were obtained.
Table: 54.-Reflection fhom the UG-207/L Connectur

| Wavelength, |
| :---: |
| centimeters |

9.25

The Radiation Laboratory design of the connector between RG-14/U cable and $\frac{7}{8}-\mathrm{in}$. line, Figs. $5 \cdot 19,5 \cdot 20$, utilizes a taper from the size of the cable to the outer diameter of the $\frac{7}{8}$-in. line. There is a step in the inner


Fig. 5-19.--Connector for $\frac{7}{8}$-in. line to RG-14/U cable.
conductor to compensate for the change in dielectric from polyethylene to air and to maintain constant impedance. The dielectric for the taper must be extruded into the connectors, and, if a good bond is made to the cable dielectric, the connector will stand nearly as much power as the cable. The most frequent incidence of breakdown is across the
dielectric face of the junction, between the dielectric and the air line. The path across this dielectric face may be made longer by a series of circular grooves in the dielectric surface. Two such connectors with extruded polyethylene dielectric were tested at a wavelength of 10.4 cm with a pulse length of $1.04 \mu \mathrm{sec}$ and a repetition rate of 500 pps . Breakdown across the dielectric face occurred at 575 kw pulse power for one connector and 662 kw pulse power for the other. With a safety factor of 2 , a connector of this type may be rated at 300 kw pulse power, subject of course to the average-power limitation.

The voltage standing-wave ratio that can be expected to be set up by a single connector is between 3.1 and 1.2 for wavelengths greater than


Fig. 520. -Modified convertor for fin. line to RG-14 te cable.
9 cm . Considerable variation is found among connectors. This is undoubtedly caused by differences in the characteristic impedance of the cable and in the manner in which the dielectric is extruded.

In the design of connectors for the microwave region, the maintenance of constant impedance throughout is not the only requirement for obtaining a well-matehed connector. At these frequencies, abrupt changes in the diameter of the line, which are caused by introducing a bead with a fairly large dielectric constant, result in a large capacitive susceptance. Such a mismatch may be canceled by another suseeptance of the same value spaced about a quarter wavelength from the first, as explained in the preceding chapters in this book. Another method for eliminating this capacitive susecptanee is to use a short section of high-impedance line at the step, as shown in the sketch in Fig. 521. The explanation of this technique follows. If we assume that $Z$ is terminated in its chargeteristic impedance, the capacitive stoceptance introduces a mismatch shown on the admittance chart by 1 . If we normalize the admittance to the characteristic admittance of the high-impedance line $Z_{2}$, we move our admittance to point $P$. Next, we transform the admittance $P$ ' through a length $l$ of the high-impedance line to point $C$. Then by
normalizing the admittance $C$ to the characteristic admittance of the line $Z_{3}$ we arrive at $D$, and by adding the capacitive susceptance at this step, we obtain a perfect match. A modification of the Radiation Laboratory design of the connector between RG-14/U cable and $\frac{7}{8}$-in. line has been made, using this principle for matching the capacity step


Fig. 5-21.-Admittance diagram of step compensation.


Fifi. 5•22.-UG-154/C phug.
(see Fig. $5 \cdot 20$ ). The undercuts were introduced to hold the dielectric core and center conductor firmly in place.

The Army-Navy R-f Cable Coordinating Committee has designed for the RG-17/U cable a connector, the UG-154/U, which is suitable for field assembly and is shown in Fig. 522. This connector utilizes the


Fig. 5•23-UG-2:37/U adapter.
center wire of the cable as the center contact. This center wire fits into the center tube of the mating connector and contact is secured by slotting and compressing this tube. For low-voltage use (less than 200 kw pulse power), the cable dielectric is cut off flush as in Fig. 5•22. Dow Corning Ignition Sealing Compound is used to fill up the air gaps. Couplings to various rigid lines are made by means of adapters; for the


$\frac{7}{8}-\mathrm{in}$. stub line, the adapter is the LG-237/U shown in Fig. 5-23. The bead section in this adapter is a quarter wavelength long at about 10 cm ; its characteristic impedance is 49.2 ohms. Thus the connector acts as a matching transformer from the 52 -ohm cable to the $4(i$-ohm 7 -in. line for a wavelength of 10 cm , and the quarter-wavelength spacing helps to cancel the shunt capacity raused by the step in the diameter of the line.

For high-voltage use, the RG-17/U cable dielectric is trimmed as
shown in Fig. 5.24. This trinming enables the cable dielectric to fit into the bead of the connector, and thus to increase the path length for the voltage breakdown from the center conductor to the outer conductor. Dow Corning Ignition Sealing Compound is used to fill the air gap around the center conductor and between
 the dielectric surfaces and to decrease corona and the possibility of breakdown. This connector, if used with the UG-155/U connector, Fig. $5 \cdot 25$, to couple two sections of cable together, will withstand nearly as much voltage as the cable.

To increase the length of the air path across the surface of the dielectric, the connector may be tapered as shown in Fig. 5.26. The characteristic impedance of any cross section in this taper may be calculated from the equation

$$
\begin{equation*}
Z_{0}=138 \sqrt{\left[\frac{\log _{10}\left(\frac{d_{1}}{d_{2}}\right)}{k_{e,}^{(2)}}+\frac{\log _{10}\left(\frac{d_{2}}{d_{1}}\right)}{k_{e}^{(1)}}\right] \log _{10}\left(\frac{d_{3}}{d_{1}}\right)} . \tag{3}
\end{equation*}
$$

This equation assumes that the capacity per unit length of a coaxial line made up of two dielectrics whose common boundary is the surface of a cylinder of diameter $d_{2}$ (Fig. $5 \cdot 27$ ) consists of two capacities in series,


Fig. 5.26.-AN-type adapter from $\mathrm{RG}-14 / \mathrm{U}$ cable to $\frac{5}{8}-\mathrm{in}$. rigid linc.
calculated fror.s the two coaxial lines which would be formed if a thin metal tube were at this boundary. The inductance per unit length of the coaxial line is assumed to be unchanged since the magnetic permeability of most low-loss dielectrics is nearly the same as that of air. If the tapers of the conductors are straight lines, then Eq. (3) may be
used to calculate the shape of the dielectric in this section to ensure a taper with a gradually changing characteristic impedance. For a taper longer than a half wavelength, however, straight tapers of both conductors and dielectric will give a fairly good match since the change in the characteristic impedance will be gradual.
5.10. Polyglas Connectors.-In certain applications where a connector must maintain the pressure in the air-filled line to which it is coupled, it is possible to obtain a seal by means of an extruded polyglas bead in the connector. Polyglas has the property of adhering to the metal of the center and outer conductors and thus of securing a seal. It has, further, a coefficient of expansion equal to that of brass; this enables the connector to seal the line hermetically over a range of tem-


Fig. 5.27.-Coaxial line with two dielectric layers. peratures greater than would be obtained with the use of a butyl-rubber washer squeezed between two polydichlorostyrene beads. The dielectric constant of polyglas D, the material which is most satisfactory at present.


Fig. 5•28.-Adapter from UG-154/U connector to ${ }_{8}^{7}$-in. line.


Fra. 5-29.-Adapter from HN connector to $\frac{7}{8}$-in. line.
is rather high: 3.22 , as compared with 2.25 and 2.56 for polyethylene and polydichlorostyrene, respectively. This high dielectric constant makes it necessary to introduce a large step in the conductors, and therefore
causes high capacitive mismatches at the steps. The mismatch may be lessened if the conductors are stepped in opposite directions from those of the conductors of the connecting line; that is, if the center-conductor diameter is decreased while the outer conductor is increased in diameter.


Fig. 5•30.—Adapter from UG-154/U connector to $1 \frac{5}{8}-\mathrm{in}$. line.
By using the formulas from Sec. $4 \cdot 6$, which give the capacity of a step in terms of the dimensions of the line, the length of the bead may be selected so that a matched connector can be obtained. Figures $5 \cdot 28$


Fig. 5.31.-Attenuation of standard cables vs. frequency. through $5 \cdot 30$ show several such connectors designed to fit various lines and fittings. These connectors are matched at a wavelength of 30 cm .

The adapter shown in Fig. 5•28 shows the insertion of a polyethylene bead into the polyglas. In this way a more elastic dielectric is used over the fingers of the slotted center conductors of the adapter so that these fingers will be able to expand when the plug center contact is forced into them. The characteristic impedance of this two-dielectric section may be calculated on the basis of Eq. (3). The termination of the Radiation Laboratory prevented the completion of tests on this sort of adapter. It is not known how satisfactory it might be to manufacture. Other polyglas materials that have similar properties, but with a lower dielectric
constant, are being developed.
5.11. Summary.-In the preceding sections of this chapter a somewhat detailed but not exhaustive description of a few of the most widely

Table 5.5.-Army-Navy Standard List of R-f Cables

## 15 October 1944



Table 5.6.—R-f Cable Connectors


[^30]used cables, connectors, and adapters has been given. The various types of connectors which have been discussed in detail were chosen not only on the basis of their general use but also to suggest to the reader various ways in which other connectors for new cables and lines for microwave frequencies may be designed. In order to give a more comprehensive list


Fig. 5.32.-UG-188/U plug.


Fia. 5.33.-UG-204/U plug.


Fig. 5.34.-UG-167/U plug.


Fig. 5.35.-UG-88/U plug.


Fig. 5•36.-UG-89/U jack.


Fig. 5•37.-UG-275/U Klystron connector.


Fig. 5\%38.—UG-276/U Klystron right-angle connector.


Fig. 5.39.-UG-100/U plug.


Fig. 5•40-UG-101/U jack.


Fig. 5•41.-UG-192/U adapter.
of the cables and connectors, Table 5.5 has been prepared. The physical and electrical properties of all the 52 -ohm cables on the standard list of cables published by the ANRFCCC are given in this table. Figure $5 \cdot 31$ shows the variation of attenuation with frequency for these cables. The corresponding connectors and adapters which are designed to be used with them are shown in Table 5.6 and varions figures illustrate these connectors. Included also is a list, Table $5 \cdot 7$, of various adapters used to couple one connector to another. These adapters are not necessarily matched at microwave frequencies and therefore are recommended only where a good match is not needed.

| Tabie <br> Number | 5.7.-Partial list of Adapters for Coaxiai, Connecorors Description |
| :---: | :---: |
| UG-97/U | Right angle: fits between LS plug and jack. |
| UG-108/U | Fits between LN and $N^{\prime}$ plugs. |
| UG-109/L | Adapts from LN plug to LN plug. |
| UG-110/N | Adapts from type N jack to SKL male fitting. |
| UG-131/E | Adapts from type $N$ plug to female SKL fitting. |
| UG-201/U | Adapts from type N jack to BNO plug. |
| UG-212/U | Right angle: fits between HN plug and jack. |
| UG-213/U | Adapts from type ${ }^{\text {N }}$ plug to LN jack. |
| UG-217/U | Adapts from LN plug to UG-154/U connector |
| UG-252/U | Adapts from UG-215/U connector to LN plug. |
| UG-274/U | T containing one male BNC connector and two female RNC ends. |
| UG-306/U | Right-angle adapter; fits between BNC plug and jack. |

## WAVEGUIDE UNITS

## By F. T. Worrela

Flexible waveguide units can be divided into two main classes: nonresonant and resonant. The first includes varieties which are essentially continuous waveguides made of some special flexible conductor; the second includes varieties which consist of a flexible choke-to-flange junction, or a number of flexible choke junctions in cascade.

Before discussing these flexible waveguides in detail, the various applications in which a flexible waveguide may be used should be considered. These are listed below.

1. General Service Unit. This unit is used for connecting two pieces of equipment, or for connecting test equipment to a system, and for any sort of "patch cord" service. This application generally requires long sections of flexible waveguide.
2. Alignment Section. This is a section, generally short, which is used to connect two rigidly mounted units that are expected to be misaligned, relative to the nominal alignment, by an amourt sufficient to prohibit the use of a piece of rigid waveguide.
3. Vibration Section. This section can be used to connect two pieces of equipment that vibrate with respect to each other.
4. Flexure Section. One of these sections can be flexed continually through fairly large amplitudes at a relatively slow rate, that is, slow compared with variation rates.
5. Flexible Waveguide for Emergency Repair. This flexible waveguide may be used to replace damaged sections of rigid waveguide for temporary service until more permanent repairs can be made. An emergency-repair waveguide must be of such a design that it can be cut to arbitrary lengths.
In general, no given kind of waveguide will fall into only one of the classes listed above, but will have properties putting it in several of the classes. The combination of properties needed for a given application will determine the type of waveguide to be selected.

## Nonresonant Flexible Wavegulde

The flexible waveguides that come under this heading are wound metal hose, Titeflex, seamless corrugated waveguide, plastic and plasticfilled waveguides, and wire-screen waveguides.
6.12. Wound Metal Hose.-At Radiation Laboratory the first piece of flexible waveguide was made by forcing a piece of breeze cable, which


Fig. 5-42.-Wound-metal-hose waveguide.
is similar to ordinary BX armor, into approximately the cross section of the rigid waveguide with which it was to be used. It was, of course; lossy (about $1.5 \mathrm{db} / \mathrm{m}$ ) but showed enough promise to warrant development of a more elegant version. This version is the wound-metal-hose flexible waveguide.

The construction of wound-metal-hose ${ }^{1}$ waveguide is illustrated in Fig. 5.42. The waveguide is formed by winding a narrow strip of silver-clad brass in a spiral on a rectangular form and crimping the edges of the strip

[^31]as it is wound so that the adjacent turns are linked together. Since the crimping is quite tight, there is good electrical contact between the turns. When the waveguide is flexed, the successive convolutions in the winding slide over one another without breaking the contact. It is evident that such waveguides can be supplied in rather long pieces; these pieces can be cut to the desired length, and connectors can be soldered to them. The sizes in which wound-metal-hose waveguides are made are listed in Table 5.8 .

Table 5.8.-Sizes of Wound-metal-hose Wavegudee

| Wavelength region, cm | Type <br> No. | Inside dimensions, ${ }^{*}$ in. | Mating rigid waveguide OD, in. | Mating rigid waveguide, $\dagger$ type No. | Rubbercovered assembly, type No. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | CG-162/U | $0.170 \times 0.420$ | $\frac{1}{4} \times \frac{1}{2}$ | $\begin{array}{r} \mathrm{RG}-53 / \mathrm{U}, \\ \mathrm{RG}-66 / \mathrm{U} \end{array}$ | CG-163/U |
| 3 | CG-179/U | $0.400 \times 0.925$ | $\frac{1}{2} \times 1$ | $\begin{gathered} \mathrm{RG}-52 / \mathrm{U}, \\ \mathrm{RG}-67 / \mathrm{U} \end{gathered}$ | CG-164/U |
| 3 | CGi-165/U | $0.497 \times 1.122$ | ${ }^{\frac{5}{8}} \times 1 \frac{1}{4}$ | $\begin{array}{r} \mathrm{RG}-51 / \mathrm{U} \\ \mathrm{RG}-68 / \mathrm{U} \end{array}$ | CG-165/U |
| 5 |  | $\begin{aligned} & \frac{5}{8} \times 1 \frac{3}{8} \\ & \frac{3}{4} \times 1 \frac{5}{8} \end{aligned}$ | $\begin{aligned} & \frac{3}{4} \times 1 \frac{1}{2} \\ & ? ? \end{aligned}$ | RG-50/U | . $\ddagger$ |
| 6.5 | CG-167/L | $\frac{7}{8} \times 1 \frac{7}{8}$ | $1 \times 2$ | RG-49/U | CG-168/U |
| 6.5 |  | $\frac{7}{8} \times 1 \frac{31}{32}$ | ? |  | . . . . . . $\ddagger$ |
| 10 | CL-169/L | $1.338 \times 2.838$ | $1 \frac{1}{2} \times 3$ | $\begin{array}{r} \mathrm{RG}-48 / \mathrm{U}, \\ \mathrm{RG}-75 / \mathrm{U} \end{array}$ | CG-170/U |
| 10 |  | $\frac{3}{8} \times 2 \frac{3}{4}$ | $\begin{aligned} & .473 \times 2.848 \\ & \left(\frac{3}{8} \times 2 \frac{3}{4} \mathrm{ID} .049\right. \\ & \text { wall }) \end{aligned}$ |  |  |
| 30 |  | $3 \frac{1}{4} \times 6 \frac{1}{2}$ | $\begin{aligned} & 3.41 \times 6.66\left(3 \frac{1}{4}\right. \\ & \times 6 \frac{1}{2} \mathrm{ID} 0.080 \\ & \text { wall) } \end{aligned}$ | RG-69/U |  |

* All wizes have a radius on the comers of the order of $\frac{1}{8} \mathrm{in}$. Exact values are not quoted here.
$\dagger$ When two numbers are listed, the first is the more commonly used (brass) waveguide, the secund the less common (aluminum) waveguide. Exception: $\mathrm{RG}-66 / \mathrm{U}$ is silver.
$\ddagger$ Rubber-covered assenblics have been made in thesc sizes, but no type numbers have been assigned.
This type of waveguide is suitable for essentially the same frequency range as is the corresponding rigid waveguide. Since the irregularities in the inner wall of the waveguide are small and frequently spaced, and since the contact loss in the windings is small, the mismatch introduced by the flexible waveguide is mainly that caused by the discontinuity at the connection between the rigid and the flexible waveguides. Such a discontinuity does exist, since the corners of the flexible sections must be rounded. The effect of this discontinuity can be minimized by making the nominal inside dimensions of the flexible waveguide different from those of the rigid waveguide. To date only
the dimensions of the CG-179/U waveguide have been changed in this way. Flexible waveguides for the longer wavelengths are not badly enough mismatched by this discontinuity to warrant making a change in the cross section. The smaller CG-162/U waveguide needs a considerable change in cross section.

A certain amount of mismatch may be introduced at the point where the metal hose is soldered to the connector. This mismatch is random in character and can be detected by standing-wave measurements. It should be noted here that the effect of any changes in design of this waveguide can be found only by testing many samples and making a statistical analysis since the scattering in impedance among the various samples is appreciable.

Metal hose that has no covering material is fairly flexible. Samples of various sizes have been tested, at the American Brass Company, for minimum bending radius by bending them over uniform drums of different radii. Recommended minimum radii for bending in the $E$ - and $H$-planes are listed in Table $5 \cdot 9$. If the waveguide is bent to a smaller radius, the loss will increase. The waveguide is wound to such a tightness that when the recommended minimum radius has been reached, the difficulty of further bending of the waveguide makes this fact apparent.

| Inside dimensions, in. | Minimum bending radius, E-plane | H-plane, in. |
| :---: | :---: | :---: |
| $0.170 \times 0.420$ | 20 | . |
| $0.400 \times 0.925$ | 9 | 18 |
| $0.500 \times 1.125$ | 9 | 18 |
| $\frac{5}{8} \times 1 \frac{3}{8}$ | 10 | 20 |
| $\frac{7}{8} \times 1 \frac{7}{8}$ | 20 | 30 |
| $\frac{7}{8} \times 1 \frac{31}{32}$ | 20 | 30 |
| $1.338 \times 2.838$ | 24 | 36 |

The large bending radius specified for the $0.170-$ by $0.420-\mathrm{in}$. size should be noted. It has been found that any bending sharper than that specified causes considerable distortion of the cross section of the waveguide and a large increase in the loss.

Standing-wave-ratio specifications for the different sizes vary but, in general, one can expect that the voltage standing-wave ratio will be between 1.00 and 1.05 per end for any size the design of which has passed beyond the experimental stage. This means that a given length of waveguide may have an over-all voltage standing-wave ratio between 1.00 and 1.10 , depending on the reflection from each end and on the electrical length of the line. In a long line the loss may be large enough
to affect the over-all standing-wave ratio. Further properties will be discussed in the section on the rubber-covered version, which in general has the same electrical characteristics.

The uncovered wound-metal-hose waveguide has several disadvantages. It deteriorates fairly rapidly with use since the flexing, by tending to open the convolutions, makes the contacts poorer and the waveguide more lossy and allows sparking between the convolutions. If exposed to salt spray, or even to ordinary atmospheric corrosion, this waveguide deteriorates because it is unprotected on the outside. Since it is not jacketed, it cannot be used in a pressurized system. However, it is useful in laboratory systems where there is no appreciable trouble with atmospheric corrosion, and in hastily assembled equipment where the extra losses are not important. Its chief importance in complete systems is for emergency patching of a damaged piece of rigid waveguide. In such a case the damaged section can be removed, and a piece of the flexible waveguide, cut to the proper length, can be soldered in place as a temporary expedient.
5.13. Wound Metal Hose, Rubber-covered.--This construction is a refinement of that described in the previous section. The flexible section has connectors soldered to each end and a rubber jacket molded around the entire unit. The sizes of waveguide for which a rubber-covered version has been made are listed in Table 5.8. A typical CG-164/U assembly is shown in Fig. 5-43. Because of the construction, units of this kind are supplied only in standard lengths. At present, it is made in lengths up to 48 in ., in 6 -in. steps, and also in $60-$ and $72-\mathrm{in}$. lengths. Although any type of connector may be used on this waveguide, the standard assembly is fitted on each end with a flange, mating with the standard rigid-line choke coupling. The exception is the CG-163/U waveguide, which has a choke at one end and a flange at the other, mating with the UG-116/U and the UG-117/U connectors, respectively. The rubber jacket makes the waveguide inherently less flexible, but since it prevents the convolutions from opening, the functional life of the waveguide is much longer. The jacket seals the waveguide so that it may be used in a pressurized system and affords protection against corrosion.

Power-breakdown troubles may be of two kinds: arcing across the waveguide in the direction of the $E$-vector, and arcing in the convolutions. No breakdown across the waveguide was observed, when the following powers were applied to the various sizes of waveguide: CG-170/U waveguide at a wavelength of $10.3 \mathrm{~cm}, 800 \mathrm{kw}$; CG-164/U at $3.2 \mathrm{~cm}, 200 \mathrm{kw} ; \mathrm{CG}-163 / \mathrm{U}$ at $1.25 \mathrm{~cm}, 150 \mathrm{kw}$. The determination of the power level at which arcing occurs in the convolutions is difficult, for considerable arcing may occur without being visible to an observer looking down the inside of the waveguide. It is possible to detect such
arcing by measuring the loss in a piece of waveguide under high-power conditions and comparing this loss with that which is measured at low powers. This has been done on an 8 -ft section of CG-164/U at 3.2 cm for powers ranging from 50 to 200 kw . The power loss was, within experimental error, constant over this range, a fact which leads to the belief that no appreciable sparking occurs up to 200 kw .


Fig. 5.43.-Rubber-covered wound-metal-hose assembly.
Waveguide of this type is moderately flexible. Permissible distortions of various sizes are listed in Table 5•10. These figures are obviously
Table 5.10.-Flexibility of Variocs Rtbber-covered Metal-hose Waveguides

| Type <br> No. | Allowable $E$-bend <br> radius, in. | Length required for <br> $90^{\circ}$ twist, in. |
| :---: | :---: | :---: |
| CG-170/U | 45 |  |
| CG-166/U | 8 | 24 |
| CG-164/U | 8 | 18 |
| CG-163/U | 6 | 9 |

only approximate. The variation in flexibility with dimensions of the waveguide does not appear, from the table, to be as smooth as one would expect. The units are "preflexed" in the factory before being tested. It should be noted that these figures are, in general, smaller than those
for the uncovered waveguides (Table 5.9). At first glance this seems inconsistent since the rubber jacket tends to stiffen the waveguide. However, it has been found that, even though the covered waveguides are inherently stiffer than the uncovered ones, the former can be flexed until they are more pliable than the latter without deterioration of electrical properties. This apparently is because the rubber jacket holds the convolutions in place and keeps the contacts good. In the case of the smallest size, the rubber also holds the cross section uniform.

No figures have been given for $I I$-plane bending because the flexibility of the waveguide in the $H$-plane is so small that it is almost impossible to distort the guide without breaking it. An $E$-plane bend and a $90^{\circ}$ twist should be used instead of an $H$-plane bend.

Vibration-table testsindicate that rubber-covered metal hose is satisfactory for vibration service. Data have been accumulated at the American Brass Company on the life expectancy of units of types CG-166/U and CG-164/C. A number of assemblies, each 12 in . long, of both types, were mounted in a machine that displaced one end of the assembly by $\frac{1}{8}$ in. on either side of the neutral postion, in the $E$-plane, at a rate of 1400 cycles per minute. Under these conditions almost all the samples lasted at least one million cycles, and about 25 per cent of them lasted more than ten million cycles; two were still good after 60 million cycles. Some caution must be used in interpreting these data since it is suspected that the vibration table may not have given the simple type of motion deseribed above but may have put addit onal stresses on the waveguide which would tend to shorten its life. Howerer, the tests did show improvement in both strength and flexibility over an carlier model tested in the same way.

Flexure tests have been run at the American Brass Company on the CG-166/U unit. Six 12 -in. samples have been flexed in the $E$-plane, $10^{\circ}$ on either side of the neutral position in a continuous are at a rate of 20 eycles per minute. All but one, which broke carly in the test, were flexed 3.5 to 4.0 million cyeles before breaking. In both the vibration and flexing tests, loss and standing-wave measurements were made at frequent intervals. In general, during the test the samples showed no marked change in either loss or standing-wave ratio until they were actually broken.

The effect of temperature on the rubber jacket is not definitely known; however, jackets occasionally crack when flexed at extremely low temperatures. This type of waveguide has proved satisfactory in general and is particularly suitable for vibration and flexure service.
5.14. Titeflex.-The construction of Titeflex ${ }^{1}$ is shown in Fig. 5.44. Like the metal-hose waveguide, it is made by winding a narrow metal strip spirally on a rectangular form. In this case, however, the strip is
${ }^{1}$ It will be seen that this type is atso a wound metal hose. 'To distinguish it from
considerably thinner, and the adjacent turns are crimped only a small amount over each other. The crimped edges are soft-soldered after


Fig. 5.44.-Titeflex waveguide.
the winding is finished. Thus, when the waveguide is flexed, there is $\mathrm{n}^{\prime}$, sliding of adjacent convolutions over each other, but rather a flexing of each convolution. The sizes in which Titeflex is made are listed in Table $5 \cdot 11$.

Table 5•11.-Sizes of Titeflex

| Wavelength region, cm | $\begin{aligned} & \text { Type } \\ & \text { No. } \end{aligned}$ | Inside dimensions,* in. | Mating rigid waveguide OD, in. | Mating rigid waveguide, $\dagger$ type No. | Rubbercovered assembly, type No. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | CG-162/U | $0.170 \times 0.420$ | ${ }_{\frac{1}{4}} \times \frac{1}{2}$ | $\begin{gathered} \mathrm{RG}-53 / \mathrm{U}, \\ \mathrm{RG}-66 / \mathrm{U} \end{gathered}$ | CG-162A/U |
| 3 | CG-179/L | , $0.400 \times 0.900$ | ${ }_{2}^{1} \times 1$ | $\begin{gathered} \mathrm{RG}-52 / \mathrm{L} \\ \mathrm{RG}_{\mathrm{i}}-67 / \mathrm{U} \end{gathered}$ | CG-179A/U |
| 3 | CG-165/L | $0.497 \times 1.122$ | $\frac{5}{3} \times 1 \frac{1}{4}$ | $\begin{aligned} & \mathrm{RG}-51 / \mathrm{C}^{-} \\ & \mathrm{RG}-68 / \mathrm{U} \end{aligned}$ | CG-165A/U |
| 5 |  | ${ }_{8}^{5} \times 1{ }_{8}^{3}$ | $\frac{3}{4} \times 1{ }_{2}^{11}$ | RG-50/L |  |
| 6.5 | CG-167/L | ${ }_{8}^{7} \times 1 \frac{7}{8}$ | $1 \times 2$ | R(2-49/L |  |
| 10 | CG-169/L | $1.338 \times 2.838$ | $1 \frac{1}{2} \times 3$ | $\begin{gathered} \mathrm{RG}(\mathrm{i}-48 / \mathrm{U} \\ \mathrm{RG}-75 / \mathrm{U} \end{gathered}$ | CC-169. $/ \mathrm{U}$ |
| 10 |  | ${ }^{\frac{3}{8}} \times 2{ }^{\frac{3}{4}}$ | $\begin{aligned} & .473 \times 2.848 \\ & \left(\frac{3}{8} \times 2_{4}^{3} \quad\right. \text { ID, } \\ & .049-\text { in. wall }) \end{aligned}$ |  |  |

* All sizes have a radius on the corners of the order of $\frac{1}{8}$ in. Fxact values are not quoted here.
$\dagger$ When two numbers are listed, the first is the more commonly used (brass) waveguide, the second the less common (aluminum) waveguide. Exception: RG-66/C is silver.

Compared with the metal hose, Titeflex is considerably more flexible in some respects, less in others. Being made of a thinner strip, it can be bent to a small radius. It breaks, however, if flexed repeatedly after
other types, this is referred to by its convenient trade name. Titeflex is manufactured by Titeflex, Inc., 500 Frelinghuysen Avenue, Newark, N. J.
bending to the limiting radius, because large localized deformations then occur. Its great flexibility for a single bending makes Titeflex useful for alignment sections. It can be said, in general, that Titeflex is more flexible but more fragile than its metal-hose counterpart. It differs further from the metal hose in that its construction allows the waveguide to stretch or compress slightly; however, it cannot twist. Furthermore, it is airtight and can therefore be used in a pressurized system without need for a rubber jacket. Only one difficulty arises here; namely, that the waveguide will tend to stretch slightly when in a pressurized system. This stretching is noticeable only in the larger sizes, and can be made negligible in many cases by having the rigid r-f components associated with the flexible waveguide mounted strongly enough to take the stress. Like the metal hose, Titeflex is available in long sections and can be used for repairing damaged rigid waveguide. It is more likely to be damaged in use than the metal hose is, but it is less subject to deterioration from atmospheric corrosion.

No systematic program of testing has been undertaken, but a number of miscellaneous tests have been made to determine the flexibility of this type of waveguide. Some 24 -in. samples of uncovered Titeflex in the $1.3+0-$ by 2.840 -in. size have been tested to find the effect of distortions on the standing-ware ratio. The test samples were distorted, without any mechanical troubles or appreciable changes in the standing-wave ratio, by these amounts: $90^{\circ} \mathrm{I}$-bend, $120^{\circ} \mathrm{E}$-bend, 5 -in. $/ I$-plane shear, 9 -in. $E$-plane shear, $1-\mathrm{in}$. stretch, and $\frac{1}{2}$-in. compression. The waveguides tended to take a set at the extreme values of distortion listed; therefore, such distortions could not be recommended for flexing service.
5.15. Titeflex, Rubber-covered.-Titeflex of this type is made in standard lengths with connectors soldered to the ends. A rubber jacket is molded around the outside of each unit. The jacket has the effect of stiffening the waveguide somewhat and making it considerably more sturdy. The standard lengths available and the specifications on their electrical properties are the same as those for the rubber-covered metal hose.

The only life-test data available are those made on a ferw samples of (CG-164.A/U waveguide, 12 in . long. These samples were run through a flexing test in which they were flexed $15^{\circ}$ each side of the neutral position. The test was discontinued after a half-million cycles, at which time all the samples were still good.

The power-handling capacity of Titeflex has not been measured systematically. It is believed that this guide can handle at least those powers at which the metal hose has been tested (see Sec. $5 \cdot 13$ ). Its breakdown power may be lower than that of the metal hose because the ridges in the wall of the waveguide are higher and narrower.
5.16. Seamless Corrugated Waveguide.--The construction of seamless corrugated waveguide ${ }^{1}$ is shown in Fig. 545. Like the common circular bellows or Sylphon bellows, this waveguide is made from thinwalled rectangular tubing that has corrugations formed in its walls.

The design problems here are not so straightforward as in the previously mentioned types. In the original design the inside dimensions of the flexible sertion were made equal to those of the rigid waveguide,


Fig. 5•45.-Scamless corrugated waveguide.
the impedance of which it was supposed to match. The depth of the corrugations was made small compared with the wavelength in the hope that the discontinuities introduced would be small, and yet large enough to provide a reasonable flexibility. Also, the corners of the waveguide had to be rounded to ensure flexibility. The units made according to this design do not match the rigid waveguide in impedance. Theoretical analyses ${ }^{2}$ have been made of waveguide with corrugations in one or both of the broad faces. The analyses show that these waveguides transmit electromagnetic radiation in modes that do not have the same geometry as those in the smooth-walled rectangular waveguide. No analysis has been made of waveguides with corrugations in all four walls, but it seems logical to assume that the same theory of transmission is true in these

[^32]waveguides. Therefore, one would expect that a smooth-walled rectangular waveguide and a corrugated waveguide of the same inner dimensions would not have the same impedance. As a matter of fact, experimental data indicate that the corrugated waveguide has the same impedance as a smooth rectangular waveguide the inside dimensions of which are approximately the mean of the inner dimensions of the corrugated waveguide and the dimensions at the bottom of the corrugations.


F'm. 5•46.-Seanless-corrugated-wareguide assembly for connecting two pieces of $12 G-52 / \mathrm{U}$ waveguide.

At the time of writing, waveguide of this type is available in two sizes: 0.400 by 0.940 in . II), $\frac{1}{8}$-in.-radius corners, corrugations 0.100 in . deep, to be used with RG-52/C waveguide ( 0.400 by 0.900 in . ID) ; and 0.500 by 1.125 in . ID, $\frac{1}{8}$-in.-radius corners, corrugations 0.100 in . deep, to be used with $\mathrm{RC}_{\mathrm{d}}-51 / \mathrm{U}$ waveguide. It can be seen from the previous remarks that these waveguides will not match the rigid waveguides with which they are used. As a matter of fact, the voltage standingwave ratio, observed when one looks from a picce of $\mathrm{UG}-52 / \mathrm{U}$ waveguide into the smaller of the above-mentioned sizes of corrugated waveguide terminated at the far end, is about 1.10 to 1.15 . The conclusion stated in the previous paragraph would indicate that the proper inside dimensions of the two guides, each having corrugations 0.100 in . deep, would be 0.300 by 0.800 in . and 0.400 by 1.025 in., respectively. In early developmental work, there was no time to perfect the design of this waveguide; consequently, until the proper dimensions could be found, a makeshift had to be constructed for the small size since usable units were urgently required. The small size was needed for two appli-
cations; namely, as an alignment section between two sections of RG$52 / \mathrm{L}$ waveguide and as an alignment section between a piece of $\mathrm{RG}-51 / \mathrm{U}$ waveguide and a piece of $\mathrm{RG}-52 / \mathrm{U}$ waveguide. In each case an optimum


Jig. $5 \cdot \mathbf{4 7 . - S e a m l e s s - c o r r u g a t e d - w a v e g u i d e ~ a s s e m b l y ~ f o r ~ c o n n e c t i n g ~} \mathrm{RG}-51 / \mathrm{U}$ to $1 \mathrm{GG-52/U}$ waveguide.


Fig. 5.48.-Finished assemblies of seamless-corrugated-waveguide connectors.
length was determined experimentally, so that the flexible unit was well matched over the wavelength band from 3.1 to 3.5 cm . Drawings of these two units are shown in Figs. $5 \cdot 46$ and $5 \cdot 47$. Finished assemblies are shown in Fig. 5•48.

This type of waveguide is about the most flexible that is available; it lacks only the ability to twist. Its flexibility is approximately the
same as that of uncovered Titeflex, but it rates higher in compression and extension. The small size can be bent on a $\frac{3}{4}-\mathrm{in}$. radius in the $E$-plane, or on a $1 \frac{1}{2}$-in. radius in the $H$-plane, or stretched or compressed 10 per cent, without appreciably changing the standing-wave ratio. A unit with ten corrugations can be sheared $\frac{1}{8}$ in. in the $H$-plane and $\frac{1}{4}$ in. in the $E$-plane without changing the standing-wave ratio.

One assembly in this same size with nine corrugations has been tested at a wavelength of 3.2 cm at a power of 250 kw , pulse length of $0.8 \mu \mathrm{sec}, 1300 \mathrm{pps}$. No breakdown occurred for the following distortions: $30^{\circ} \mathrm{H}$-bend, $45^{\circ} \mathrm{E}$-bend, $\frac{1}{4}$-in. stretch, and $\frac{1}{4}$-in. compression. Apparently the distortion is limited by the standing-wave ratio and by the mechanical limitations of the waveguide.

Corrugated waveguide is airtight, but it cannot be pressurized, except within certain limitations. A $3-\mathrm{cm}$ small waveguide assembly was tested at $20 \mathrm{lb} / \mathrm{in}^{2}$, and was found to stretch 15 per cent. It did not bulge radially at pressures up to $30 \mathrm{lb} / \mathrm{in}^{2}$. Therefore, a guide of this size can be used in a pressurized system at a pressure of $20 \mathrm{lb} / \mathrm{in}$ ² if the rigid waveguide sections to which the flexible section is connected can stand a stress of about 10 to 12 lb .

At present, the corrugated waveguide is made of soft annealed copper to give it maximum flexibility as an alignment section. Therefore, it is not suitable for repeated flexing or for vibration service. By the use of different materials, units satisfactory for such service may be developed eventually, but since rubber-covered Titeflex is already available for these uses, there is no urgent need for such development.
6.17. Plastic and Plastic-filled Waveguides.-It is well known that light can be conducted down a dielectric rod without appreciable loss of light through the walls, even if there is no metallic reflecting surface on the walls. In the optical case, if one uses a rod of appreciable cross section the light will be carried in numerous modes, perhaps thousands. In microwave work, carrying the power in only one mode is of interest; consequently, the problem is somewhat different. Some theoretical work has been done on this problem. ${ }^{1}$ Two cases were considered: that of a rod of uniform dielectric constant; and that of a rod whose dielectric constant varied from a large value at the center to 1.0 at the surface. For simplicity, the calculations were made for the $T E_{0_{1}}$-mode. In each case it was found that the electric field at the surface was about 40 per cent of the maximum field in the interior of the rod, and that 55 to 60 per cent of the radiation was transmitted along the outside of the rod. This means that any external supports would cause large reflections of power. Ways of making slight improvements have been
${ }^{1}$ R. M. Whitmer, "Waveguides Without Metal Walls," RI, Report No. 726, May 10, 1945.
suggested, but on the whole, it is believed that this system of transmitting power is impractical.

Although a simple plastic-rod waveguide will not work, a metal waveguide filled with plastic should be satisfactory. A plastic-filled waveguide would have the following advantages over a holiow waveguide.

1. The width of the waveguide would be $1 / \sqrt{2 k_{e}}$ times the width of air-filled waveguide for the same cutoff frequency.
2. The height of the guide, which is kept close to $\lambda / 2$ in air-filled waveguides in order to get maximum power-handling capacity, could be proportionately much less since the breakdown strength of a solid dielectric is muth higher than that of air.
3. The walls of the waveguide could be thin because the dielectrie provides support and holds the shape.
4. The waveguide would be flexille sime the thin metal wall could be distonted.

The dielectric-filled waveguide would have these disadvantages.

1. Voids in the dielectric would cause large reflections.
2. Transitions to the air-filled rigid waveguide woukd be required.
3. The attenuation would be higher, even if the dielectric were lossless.

To explain the higher attenuation an example may be considered. At a wavelength of 10.0 cm , a standard 1.5 - by $3-\mathrm{in}$. copper waveguide will have a loss of $0.0199 \mathrm{db} / \mathrm{m}$. If this waveguide is filled with polyethylene, $k_{e}^{\prime}=2.25$, and if the width is then reduced by $\sqrt{k_{e}^{\prime}}$ to keep $\lambda_{c}$ the same as before, and the height is reduced by the same factor, the copper loss will be increased by the factor $k_{e}$ to a value of $0.0448 \mathrm{db} / \mathrm{m}$. In addition, polyethylene, for which $\sqrt{k_{e}^{\prime \prime}}=0.0009$, will cause a loss of $0.184 \mathrm{db} / \mathrm{m}$. The total loss is, therefore, $0.229 \mathrm{db} / \mathrm{m}$.

Attempts have been made to develop flexible dielectric-filled waveguides for the $1-\mathrm{cm}$ region. ${ }^{1}$ In one variety a thin lead sleeve was used over a polyethylene core. This waveguide had a loss of 4 or $5 \mathrm{db} / \mathrm{m}$, which could have been reduced by silver-plating the inside of the lead sleeve. In another version that was tried, du Pont conducting silver paint ${ }^{2}$ was applied to the outside of a polyethylene rod. The lowest loss obtained in this case was about $7 \mathrm{db} / \mathrm{m}$. Moreover, after drying, the paint flaked off when the rod was flexed. These results, it must be admitted, are not encouraging, but it seems reasonable to assume that

[^33]a successful version could be developed. It has been suggested that a more flexible binder be used, and that a flexible sheath be put over the paint to prevent the cracking. If such a waveguide were perfected, it would still have a loss about three times that of the rigid waveguide and would thus be used only in special applications. One advantage is that it would not radiate small amounts of power as do metal hose and vertebrae. For use with signal generators, the high loss would not be objectionable.
5.18. Wire-screen Flexible Waveguides.-The British have developed waveguides having copper screen walls. Two different varieties have


Tig. 544.-British flexible waveguide; (a) wires parallel to waveguide axis, (b) wires on the bias.
been used, as shown in Fig. 5•49. One has the wires in the screen running parallel and perpendicular to the axis of the waveguide; the other has the wires on the bias. Both varieties have rubber jackets molded over the screen. The first kind can be twisted but is stiff in bending; the second cannot be twisted but is fairly flexible in bending. Each has a loss of roughly $0.4 \mathrm{db} / \mathrm{m}$ and voltage standing-wave ratio of 1.03 .

Some life tests were made of this type of waveguide. A flexure test was accomplished by mounting one end of a sample eccentrically on a rotating table while holding the other end in a fixed position. The table rotated at 110 rpm . Two samples were tested: a $15-\mathrm{in}$. sample was sheared 3 in., and a 6 -in. sample was sheared $\frac{1}{4} \mathrm{in}$. After about 500,000 flexures, the loss had increased about 50 per cent, presumably as a result of loosening of the braid. One sample was vibrated at an amplitude of 0.013 in . at 2000 rpm for 12 hr with no change in loss. Samples have also been held at a temperature of $60^{\circ} \mathrm{C}$ for 76 hr with no change, particularly with regard to adhesion of the rubber to the metal braid.

This is important, since, without the rubber jacket, the braid would collapse when the waveguide was bent.

## Resonant Flexible Waveguide and Coupling Units

5.19. Flexible Bellows.-A flexible-bellows section consists of a radial choke made of flexible material. For round waveguide carrying the $T E_{11}$-mode, the design is quite straightforward. The choke consists of a section of radial transmission line one-half wavelength long, with a short circuit at the end, as shown in Fig. 550. The theory of operation of radial chokes has been treated in Sec. $4 \cdot 9$ and will not be discussed here. For greater flexibility than is provided by one of these sections, a


Fig. 5-50.-llexible bellows for TE $E_{11}$-waveguide.
series of sections can be stacked, one on the other, forming, in essence, a flexible waveguide. Not much use has been made of this type because the round waveguide is used infrequently. Bellows can, however, also be used in rectangular waveguide. The design of a single section is practically the same as that of the round waveguide. When a number of these are stacked together, however, they must be separated by partitions having rectangular holes the same size as the waveguide.

Two different kinds of bellows have been made. In one, ${ }^{1}$ a complete section is spun in one piece, in much the same way as in the manufacture of circular Sylphon bellows. This spun type is shown in Fig. 5.51. In Fig. 5.52 is shown an individual bellows. The method of assembly is shown in Fig. 5-53. It should be noted that the dimension $A$ is bigger than the dimension $B$. Consequently the impedance of the inner section of the radial choke, which corresponds roughly to the first quarterwave section, is larger than the impedance of the outer section, which corresponds to the second quarter-wave section. This situation is
${ }^{1}$ Manufactured by Fulton Sylphon Co., Knoxville, Tenn,
opposite to the low-impedance-high-impedance design that is characteristic of a broadband choke. Therefore, this bellows is satisfactory only over a narrow band. It also has other disadvantages: it is subject to high-power breakdown across the rectangular hole; and its life under

constant flexure or vibration is short. However, it has good flexibility and is airtight, although it camnot be pressurized unless the connecting rigid wavequide can stand the streses introduced by having air inside the bellows at a pressure abowe atmospheric.

Detailed data are not available on this kind of bellows. Power-
handling tests have been made from time to time, and the results are variable. The breakdown seems to depend upon the thickness of the edge of the rectangular hole and upon the tolerance in the diameter of the radial choke. Some standing-wave measurements taken on an


Fic. $5 \cdot 53$.-Cross section of a spun-bellows assembly.

lig. 5.54.-Performance of a $3-\mathrm{cm}$ spunbellows assembly with three sections.


Fig. 5.55---Typical design of a Cook bellows for rectangular wayeguide.
early model are plotted in Fig. 5.54. These are only generally indicative of the performance of bellows of this variety.

The bellows of the second variety ${ }^{1}$ consists of two pieces of thin, flexible stock and a partition with a rectangular hole, all of which are assembled as shown in Fig. 5.55. Although the Cook bellows is generaily less flexible than the spun bellows, it has several advantages, most of which result from the proper design of the partition. If the partition is

[^34]fairly thick, the breakdown power is higher because of the thicker edge on the rectangular hole. Also, the design of the choke more nearly fulfils the ideal low-impedance-high-impedance condition since the effect of a thick partition is to narrow the first quarter-wavelength section of the choke. Another advantage of this bellows is that they are more rugged than those of the previously mentioned variety.

The Cook bellows are good over a broader band than are the spun bellows, as can be seen from the curve in Fig. $5 \cdot 56$ which shows the voltage standing-wave ratio as a function of wavelength for a recent model of bellows for rectangular waveguide. Tests with a fre-quency-modulated oscillator indicate that there are serious resonances in one part of the pass band. Bellows of this recent model have not been tested at high power, but tests on earlier models indicated that they could handle a higher pulse power than the spun bellows.

Ingeneral, it can be said that


Fig. 5.5月.-Performance of Cook bellows for rectangular waveguide. bellows are not particularly satisfactory. They are not so flexible as some other types of waveguide, and their pass band is relatively small, not exceeding 6 per cent.
5.20. Open Choke-flange Junctions.-It is sometimes convenient when assembling a system to allow for possible small misalignments in the r-f line components by leaving one of the choke-to-flange junctions open a bit. Although this expediency has been used for some time, it is only recently that detailed measurements have been made to determine exactly what happens in such an open joint. The work was done on chokes of two designs, one for use at a wavelength of 10.7 cm , and the second for a wavelength of about 9 cm . In each case it was found that when the choke and flange were slightly displaced sidewise, relative to each other, and at the same time separated by a small amount, bad resonances occurred. Typical performance is shown in Fig. 5.57 where transmission loss is plotted as a function of the separation $\Delta z$ of choke and flange for a displacement $\Delta y$ of 0.125 in . in the direction of the small dimension of the cross section, and a displacement $\Delta x$ of 0.100 in . in the perpendicular direction. These measurements were made on the first-mentioned choke at a wavelength of 10.4 cm . Similar data were taken for several other values of $\Delta y$ and $\Delta x$, and standing-wave measurements were made under all these conditions. The curves obtained were all similar to the one shown, differing in the magnitude of the peak, and in the position of the peak relative to $\Delta z$.

Some information as to what is happening when these resonances occur can be found by comparing VSWR and transmission curves for a given pair of values of $\Delta x$ and $\Delta y$. One particular pair of curves indicates that where the resonance occurs the voltage standing-nave ratio is about 2.0 , and the transmission is about 50 per cent. The power reflection corresponding to a standing-wave ratio of 2.0 is $\frac{1}{9}$, or 11 per cent. Therefore, the other 39 per cent must be either radiation loss or resistive loss in the walls of the resonant cavity which exists between the choke and flange, or, more likely, a combination of the two.


Fig. 5.57.-Transmission loss of $10.7-\mathrm{cm}$ chake-flange junction as a function of separation.
Further information on this effect was found in the process of checking the design of a special open choke junction by the use of Pierce's method. ${ }^{1}$ There were a number of positions of the variable shortcircuiting plunger where the customary phase shift was observed. These positions were separated in such a way that there seemed to be two sets of positions, one corresponding to radiation in the $T E_{10}$-mode, the other to radiation in the $T E_{30}$-mode. When the depth of the choke groove was correct, the $T E_{10}$-radiation was not noticeable, but the other was still present. The existence of this radiation in the $T E_{30}$-mode is, of course, to be expected.

If the ordinary choke for rectangular waveguide is now examined, it is found that the choke ditch is actually a section of coaxial line. Because of the symmetry of the electromagnetic field in the rectangular waveguide, the radiation excited in the section of radial transmission line
${ }^{1}$ Specifically, the method using a coaxial-line short-circuiting plunger, as described in See. 4.9.
between the waveguide and the choke ditch is predominantly in the $T E_{10}$-mode; therefore the excitation of the choke ditch is also in this mode, as shown in Fig. 5•58. The depth of the ditch is therefore made a quarter-guide wavelength for the $T E_{10}$-mode at the design wavelength. If there were no other modes present, no trouble would occur. However, the $T E_{30}$-mode is also excited in the waveguide. The circumference of the choke ditch is large enough to allow the ditch to propagate radiation in this higher mode. Since the ditch, however, is not far from cutoff for this higher mode, the guide wavelength in this mode is long; therefore, the depth of the ditch is considerably less than $\frac{1}{4} \lambda_{g}$ for this mode. Consequently, the ditch, instead of presenting an infinite impedance at the top, presents a fairly small impedance, which may be of the order of $j Z_{0}$ or less. In series with this impedance, there is the impedance, reflected back to the choke ditch, of the outer edge of the choke-flange joint. The distance from the ditch to the edge of the choke joint is generally something between $\frac{1}{8} \lambda_{a}$ and $\frac{1}{4} \lambda_{a}$. Since the impedance at the outer edge of the joint looking out into free space is high, the impedance seen at the edge of the choke ditch will be low, with the imaginary part capacitive.


Fig. 5.58.- Excitation of typical choke. The vectors represent electric fields.

This capacitance in series with the inductance of the choke ditch forms a series-resonant circuit. It would, therefore, be quite possible to have the resonant condition that has been found. To remedy this trouble, the sections of the choke ditch adjacent to the narrow edge of the waveguide were plugged, as illustrated in Fig. 5.59, which made the remaining arcs of the ditch short enough to prevent propagation of the $T E_{30}$-mode. This method has been used successfully in every device where trouble had previously been experienced. The performance of a $10.7-\mathrm{cm}$ joint with plugged ditches is shown in Fig. 5•57. The plugged chokes showed no resonances for displacements up to $\frac{1}{2}$ in. in $x$ and $y$ directions. Similar tests have been made of $3-\mathrm{cm}$ chokes. The standard choke coupling showed resonances which were not completely removed by plugging. It is believed that these were caused by reflections from the outer edge of the coupling, which is square, since a round choke having the same internal dimensions showed no resonances after plugging, for displacements of at least $\Delta x=0.100 \mathrm{in}$. and $\Delta y=0.063 \mathrm{in}$.

Since the choke ditch of one of these plugged choke joints is beyond cutoff for the $T E_{30}$ mode, it presents a very low reactance to radiation
waves with great accuracy, and the single-screw tuner has proved adequate for most low-power work.
8.12. Waveguide Double-slug Tuners.-Since a dielectric slug is limited in the amount of reflection that it can introduce, such elements


Fig. 8.30.-Mycalex double-siug tuner for waveguide.
may be used in pairs, as shown in Fig. 8.30, to increase the tuning range. The maximum reflection from two slugs $\lambda_{g} / 4$ in length occurs when the separation $C$ is $\lambda_{g} / 4$ where $\lambda_{g}$ is the


Fig. 8.31.-Normalized impedances in waveguide double-slug tuner. $\quad z^{\prime}=1, z^{\prime \prime}=$ $z_{1}{ }^{2}, z^{\prime \prime \prime}=1 / z_{1}{ }^{2}, z=z_{1}{ }^{4}$. guide wavelength. The normalized impedances at different points in the tuner section are given in Fig. 8.31. These impedances are obtained by application of the usual transmission-line equation as discussed in Sec. 8-11. If $z_{1}$ is the normalized characteristic impedance in the region of the dielectric, then the combination, when followed by a matched line, has an input impedance $z_{1}^{4}$ as compared with $z_{1}^{2}$ for a single element.

Tuning is accomplished in either of two ways: (1) by varying the depth of insertion $B$ and the position along the line $A$ of the two slugs together without changing their separation $C$, or (2) by varying the sepa-

The chief problem in designing the $3-\mathrm{cm}$ vertebrae is to design a choke that can be moved about freely in the immediate vicinity of the flange without producing high standing waves or large losses. The dimensions of the choke ditch are therefore slightly different from those of the ditch in the rigid-line couplings. In the first place, the choke is designed for a separation from the flange of $\frac{1}{16}$ in.; therefore, the ditch is shallower than for a contact joint. Second, since the separation of choke and flange is greater here tham in the contact joint, the rhoke ditch must be made wider in an attempt to preserve the desirable low-impedance-high-impedance condition. If this is done, variations of impedance of the choke-flange junction with wavelength and with distortions, that is, relative motion of the choke and flange, will be minimized. Finally, the sections of the choke ditch aljavent to the narrow edges of the rectangular waveguide are plugged, as deseribed in Sec. 520. An example of the improvement of performance resulting from the plugging is shown in Fig. $5 \cdot 60$, in which is shown the loss in a $3-\mathrm{cm}$ vertebral ansembly at a wavelength of 3.2 em , before and after plugging, as a function of the amount of bending in the $I-$-plane. It should be noted here that the resonance trouble is more likely to appear at the shorter wavelengths.

 performante of phoged and mophoged vertebrar at 3.2 con. In fact, the umpluged vertebrae gave no trouble in the region from 3.3 to 3.5 (cm.

The general construction of a $3-\mathrm{cm}$ rertelnal asemble is shown in Fig. 5.61. In Fig. $5 \cdot 62$ are shown details of eonst motion of the disk inserts. The choke-to-flange junctions ronsist of at series of disks separated $\frac{1}{16} \mathrm{in}$. In each disk is a rectangular lole 0.400 in . he 0.900 in., forming the waveguide. In one face of the disk is the choke ditch. The opposite face of the disk is plane and forms the flange for the next whoke-flange joint. The thickness of cach disk is such that the distance between successive choke-flange joints is a quarter of the guide wavelength in the undistontel position of the ventebmatambly. Vertehal asemblies are dexigued to have even mumbere of juintes so that small


Fig. 5.61.-3-em vertebriae assembly; (a) is a single choke dink, (b) is the flexible eover, (c) parts asmembled.
mismatches in the individual junctions are canceled out. The disks are assembled in a neoprene jacket that serves to hold them in the proper relationship, one to another. This is accomplished by having ribs in the rubber jacket which fit into grooves in the disks.

The vertebral assemblies have end pieces with choke couplings that mate with standard rigid-line flange couplings. Around the outside of the rubber jacket is a flexible metal hose that helps pressurize the assembly by preventing radial expansion of the jacket. Longitudinal expansion must be restrained hy the waveguide sections to which the unit is attached. The metal hose restricts the flexibility of the waveguide to a certain extent, but the units can be used without the sheath if extra flexibility is needed and pressurization is not. The $3-\mathrm{cm}$ vertebrae are supplied, at present, in 5 - and 9 -choke units.


The lens and standing-wate ratio caused by various distortions of a 9-rhoke unit at various wavelengths are shown graphically in Fig. arti3. These data may be summarized as follows: in the range from $\lambda=3.10 \mathrm{~cm}$ to $\lambda=3.50 \mathrm{~cm}$, the waveguide assembly can be (1) twisted $+5^{\circ}$, (2) stretched at least 1 in., (3) compressed $\frac{1}{4}$ in., (4) bent in the $E$-plane (if $0^{\circ}$, (5) lent in the $I$-plane $60^{\circ}$, ( 6 ) sheared in either plane 1 in.; all this can be done without introduction of a loss greater than 0.5 db or a LSWR greater than 1.10.

The power-handling capacity of the $3-\mathrm{cm}$ vertebrae is adequate for powers in une at the present time. At 250 kw pulse power, $0.8-\mu \mathrm{sec}$ pulses, 1300 pps, the same 9 -choke unit mentioned abore could be distorted at least the following amounts without breakdown: $\frac{1}{4}-\mathrm{in}$. compreswion. $\frac{1}{2}$-in, stretch, 1 -in. $H$-phane shear, $45^{\circ} \mathrm{E}$-and $H$-bend, $45^{\circ}$ twist. The maximum E-plane shear is $\frac{1}{4} \mathrm{in}$. At 100 kw pulse power this last figure increases to at least 1 in .


Fig. 5.63.-Loss and SWR for deformations of 3 -con vertebral assmbly: (a) twist; (b) stretch; (c) $E$-bend; (d) $H$-bend; (e) $H$-plane shear; ( $($ ) $E$-plane shear.

Vertebrae suffer from one disadvantage that is sometimes serious: they have an appreciable amount of r-f leakage. It should be noted that this leakage is small compared with the power transmitted by the vertebrae and is noticeable only when the vertebrae are in an enclosed space or near a sensitive detector or receiver.


Fig. 5.64.-1-cm vertebral assembly; (a) choke disk, (b) flexible cover, (c) assembly.
The problems involved in the design of the $1-\mathrm{cm}$ vertebrae differ from those of the $3-\mathrm{cm}$ version. In the first place, since only a $\pm$ per cent wavelength band needs to be covered, it is not necessary to plug the choke groove to avoid resonances. In the second place, the ideal diameter of the choke ditch for a choke coupling on the standard $1-\mathrm{cm}$ waveguide would be such that the ditch would cut across the corners of the waveguide. When the ditch is made large enough in diameter to
avoid this trouble, the choke coupling is not well matched. In rigidline couplings, this mismatch is minimized by making the separation between the choke and the flange small, thus achieving an alternating low-impedance-high-impedance condition. With vertebrae, however,


Fig. 5.65.-Details of $1-\mathrm{cm}$ vertebrae; ( $a$ ) is choke disk, (b) end piece.


Fig. 5-66.-Typical 3- and 1-cm vertebral assemblies.
this cannot be done; therefore, the design of the choke ditch must be better. The design was improved to a great extent by redurtion of the size of the rectangular waveguide within the vertebrae to the point where a choke ditch of nearly the correct diameter could be used. The use of undersized waveguide gave rise to a further problem of matching the vertebrae to standard waveguide. The matching was accomplished by the use of a choke groove of a special size in the connectors on the ends of the assembly; this, of course, required that the end connectors


Fig. 5.67.-Loss and SWR for deformations of $1-\mathrm{cm}$ vertebral assembly: (a) E-plane bend; (b) H -plane bend; (c) $E$-plane shear; (d) H -plane shear; (e) stretch; (f) twist.
on the vertebral assembly be chokes and not flanges. A typical vertebral assembly for 1 cm is shown in Fig. $5 \cdot 64$. In Fig. $5 \cdot 65$ are shown details of the disk inserts and the end piece of the vertebral assembly. In Fig. $5 \cdot 66$ are shown typical 3 - and $1-\mathrm{cm}$ vertebral assemblies.

Assemblies of $1-\mathrm{cm}$ vertebrae sheathed with flexible metal hose are available. In the $1-\mathrm{cm}$ size the extension force is much smaller than in the larger $3-\mathrm{cm}$ size when used in a pressurized system; therefore, the rubber jacket keeps the extension of the unit down to fairly small values. This size can be considered for pressurizing, if it has the metal jacket to prevent radial expansion. At present $1-\mathrm{cm}$ vertebrae are assembled in units containing 11, 21, and 41 chokes with standard end connectors.


Fig. 5.68.-A possible assembly of $T E_{01 \text {-vertebrac. }}$
Also, a small 5 -choke unit for a particular alignment application has been made, as well as a 41 -choke unit with a special adapter on one end to mate with a standard rigid-line choke.

The voltage standing-wave ratio and loss of an 11-choke unit, under various conditions of distortion, are shown in Figs. 5•67. ${ }^{1}$ Experiments on the power-handling capacity of these vertebrae indicate that operation is possible at levels around 100 kw for any distortion that is possible from the standpoint of loss and standing-wave ratio.

This discussion has been concerned only with vertebrae designed for use with rectangular waveguide carrying power in the $T E_{10}$-mode. Vertebrae can be made also for round waveguide carrying power in the $T E_{11}$-mode. Vertebrae can also be constructed for use in waveguide in the $T E_{01}$-mode. In waveguide carrying this mode, the currents in the wall are circular in a plane perpendicular to the axis of the waveguide; therefore, if the waveguide is cut in this plane, no power will leak out of the waveguide, and no choke will be needed. One might expect that a vertebral assembly could be made that uses a series of rings supported in some sort of flexible jacket as shown in Fig. 5.68. This arrangement

[^35]has two faults: first, it requires transitions to rectangular waveguide at the ends if it is to be used in the conventional type of system; and second, as soon as the assembly is bent in any way the asymmetry introduced will allow lower waveguide modes to be generated. As soon as the lower modes, namely, the $T E_{11^{-}}$and $T M_{01}$-modes, are present, the circular slots in the waveguide wall will cause large reflections of power and will allow large amounts of power to radiate.
5.22. Summary.-The previous discussion can best be summarized by a brief listing of the various types of flexible waveguide according to the applications to which they are suited.

General Service Unit.-The rubber-covered wound metal hose and rubber-covered Titeflex are to be preferred. In case of emergency, if these are not available, the uncovered varieties of wound metal hose and Titeflex may be used. Their use is not recommended because they are not so strong mechanically, and they deteriorate more rapidly in service, especially when exposed to salt spray or corrosive vapors.

Alignment Section.-For the $1-\mathrm{cm}$ band, the vertebrae are to be preferred at present, partly because of availability. Seamless corrugated waveguide and Titeflex, when they are developed, may be more satisfactory from certain standpoints. For the $3-\mathrm{cm}$ band, the seamless corrugated waveguide is preferable. Uncovered Titeflex is slightly less flexible. Vertebral sections, which are bulkier, may be considered when the bulk does not matter since they have more degrees of freedom than the others. For the $10-\mathrm{cm}$ band, uncovered Titeflex is to be preferred because of its flexibility and general availability. Vertebrae at these wavelengths do not seem to be practical. Seamless corrugated waveguide is under development, and it is not known whether it will be practical in this size. In addition to these, an open choke-flange junction is suitable, if the choke ditch is plugged.

Vibration Section.-At 1 cm , for lengths greater than 8 in., the rubbercovered wound metal hose is preferable. For shorter lengths, the vertebrae are best. At 3 cm , the rubber-covered Titeflex or wound metal hose in the long lengths are good. For short lengths, the vertebrae are satisfactory. Other considerations, such as r-f leakage, will determine which is to be used. On the $10-\mathrm{cm}$ band, about the only type available at present is the rubber-covered wound metal hose. Rubber-covered Titeflex, when it is available, may be preferable because of greater flexibility. An open choke-flange junction with the choke plugged is suitable for small amplitudes of vibration.

Flexure Section.-Any of the types except corrugated waveguide can be recommended at present, the choice depending, among other things, on the sharpness of bending required. The corrugated waveguide may some day be developed to the state where it, too, can be used. The
uncovered varieties of the wound metal hose and Titeflex are, of course excluded.

Pressurized Unit.-On all bands, the rubber-covered wound metal, hose, rubber-covered Titeflex and the uncovered Titeflex can be used. In addition, for the $3-\mathrm{cm}$ band and, it is expected, for the $1-\mathrm{cm}$ band, the corrugated waveguide will be suitable, if certain limitations that have already been mentioned are taken into account. With the same restrictions, vertebrae will be suitable at 1 cm , and perhaps at 3 cm .

Emergency Repair Type.-For emergency repairs of damaged waveguide, where, for instance, a piece of flexible waveguide is to be soldered in the place of a damaged section of rigid waveguide which has been removed, uncovered metal hose or Titeflex can be recommended. Neither is to be considered permanent since each deteriorates rapidly.

## CHAPTER 6

## TRANSITION UNITS

## TRANSITIONS FROM ONE COAXIAL LINE TO ANOTHER

By G. L. Ragan

It is frequently desirable to pass from one coaxial line to another without setting up reflections resulting in standing waves. Some of the variations most commonly encountered are these: (1) change of line size with little or no change of diameter ratio or characteristic impedance; (2) change of dielectric (for example, air-filled line to flexible cable), usually with a change of diameter ratio to preserve approximately constant impedance; (3) change of dimension of one conductor only with consequent change of characteristic impedance; (4) combinations of these variations. A discussion of some of the variations associated with the use of coaxial cables was given in Sec. $5 \cdot 6$. A general treatment of the problem will be given in the following sections.
6.1. Tapers in Coaxial Lines.-One of the simplest ways of joining two dissimilar coaxial lines is by means of an intermediate taper section which introduces the change in line characteristics gradually. A simple example of such a taper is given in Fig. 6-1. If the change occurs gradually enough only negligible reflected waves should be generated. To a first approximation this expectation is realized, and indeed the reflected wave
 approaches zero as the taper length approaches infinity. Frank ${ }^{1}$ has shown that the reflection coefficient for a taper of length $d$ within which the line constants are slowly varying is approximately

$$
\begin{equation*}
\Gamma=\frac{1}{4 \gamma_{0}}\left[\frac{d(\ln Z)}{d z}\right]_{0}-\frac{1}{4 \gamma_{d}}\left[\frac{d(\ln Z)}{d z}\right]_{d} e^{-2 \int_{0^{\gamma} d z}^{d}} \tag{1}
\end{equation*}
$$

where $\gamma$ is the propagation constant, $Z$ is the characteristic impedance, and the subscripts 0 and $d$ denote values at the points $z=0$ and $z=d$.

[^36]Usually the value of the logarithmic derivatives will be discontinuous at the ends of the taper; the values to be used are those just inside the tapered portion.

In applying Eq. (1) it is necessary to obtain expressions for $\gamma$ and $Z$ in terms of $z$ and then perform the indicated operations. This was done by Frank for the parallel-plate transmission line indicated in Fig. 6.2. An ideal dielectric for which $k_{e}=2.56$ fills the output line, and a linear physical taper of the dielectric is used. The over-all VSWR is given as a function of the length hy the graph of Fig. $6 \cdot 2$. It is apparent that certain optimum lengths exist. These lengths- $-\left(0.8 \lambda_{4}, 1.2 \lambda_{s}\right.$, and


Fig. 6-2.- Voltage standing-wave ratio produced by reflections from a tapered dielectric plug in a parallel-plate transmission line.
so on-are electrically equivalent to integral numbers of half wavelengths, the average wavelength in the taper being reduced, because of the dielectric, to about 80 per cent of that in free space. Lengths equivalent to odd numbers of quarter wavelengths lead to maximum values of VSWR. As the taper becomes longer and longer, the magnitude of the oscillations of the curve decreases and both maxima and minima approach perfect match.

Since the problem just discussed deals with a transmission-line or TEM-mode, it applies in the limiting case of a coaxial line whose diameter ratio approaches unity. It would be expected to represent fairly accurately the situation for low-impedance coaxial lines, becoming less accurate as the diameter ratio departs appreciably from unity. The problem of dielectric tapers in coaxial line of higher diameter ratios may be worked out in a straightforward, though somewhat laborious, manner by the application of Eq . (1).

A problem which is much more frequently encountered is that of a taper between coaxial lines both of which are air-filled. In this problem $\lambda_{0}=\lambda_{d}=\epsilon(2 \pi / \lambda)$, so that Eq. (1) becomes

$$
\begin{equation*}
\Gamma=-j \frac{\lambda}{8 \pi}\left\{\left[\frac{d(\ln Z)}{d z}\right]_{0}-\left[\frac{d(\ln Z)}{d z}\right]_{d} e^{-j \frac{4 x d}{\lambda}}\right\} \tag{2}
\end{equation*}
$$

It has been peinted out that if the taper is made in such a way that the function $\ln Z$ varies linearly over the length of the taper, Eq. (2) gives

$$
\begin{equation*}
\Gamma=-j \frac{\lambda}{8 \pi d} \ln \frac{Z_{1}}{Z_{0}}\left(1-e^{-j \frac{4 \pi d}{\lambda}}\right) . \tag{3}
\end{equation*}
$$

It follows that $I$ has the magnitude

$$
\begin{equation*}
|\mathrm{Y}|=\frac{1}{2} \ln \frac{Z_{1}}{Z_{0}} \frac{|\sin \theta|}{\theta}, \tag{4}
\end{equation*}
$$

where $\theta=2 \pi d / \lambda$ is the electrical length of the taper. Equation (4) and the relation

$$
\begin{equation*}
r=\frac{1 \pm|\Gamma|}{1-|\Gamma|} \tag{5}
\end{equation*}
$$

may be used to determine the VSWR introduced by a given taper. The curve of Fig. $6 \cdot 3$ gives the values of $r^{2}$, the square of the usual VSWR, as a


Fig. 6.3.-Standing-wave ratio introduced by tapered section of coaxial line, 75 to 46 ohms . Ordinate is the square of the VSWR.
function of taper length for a logarithmic taper between 46- and 75-ohm lines. The existence of the best taper lengths (integral numbers of half wavelengths) and worst lengths (odd numbers of quarter wavelengths) is evident. The decreasing amplitude of the oscillations of the function

[^37]$\sin \theta / \theta$ is also brought out. The "exact limiting value" indicated is not strictly accurate, since there will be a shunt capacity effect at the step in the conductors. This effect is quite important for the usual microwave lines (see Sec. $4^{\cdot 6}$ ).

For small values of $|\Gamma|$, Eq. (5) becomes

$$
\begin{equation*}
r \approx 1+2|\Gamma| \tag{6}
\end{equation*}
$$

As a matter of fact, Frank points out that the accuracy of Eq. (6) is about the same as that of Eq. (1), both being based on the assumption that only small reflections are present. Substitution of $|\Gamma|$ from Eq. (4) into Eq. (6) gives

$$
\begin{equation*}
r \approx 1+\ln \frac{Z_{1}}{Z_{0}} \frac{|\sin \theta|}{\theta} \tag{7}
\end{equation*}
$$

It should be recalled that Eqs. (3), (4), and (7) and Fig. $6 \cdot 3$ apply only to tapers for which the function $\ln Z$ varies linearly. This may be quite different from the usual taper in which one or both conductors are given a physically linear taper. For tapers involving little change of diameter ratio, the difference between linear logarithmic and linear physical taper is not great, therefore the preceding discussion represents either situation fairly well.

It can be shown that for a linear physical taper, whose dimensions are indicated in Fig. 6•1, the logarithmic derivatives appearing in Eq. (2) are

$$
\begin{align*}
& {\left[\frac{d(\ln Z}{d z}\right]_{0}=\frac{60}{Z_{0} d}\left(\frac{b_{1}}{b_{0}}-\frac{a_{1}}{a_{0}}\right)}  \tag{8}\\
& {\left[\frac{d(\ln Z)}{d z}\right]_{d}=\left[\frac{d(\ln Z)}{d z}\right]_{0} \frac{a_{0} b_{0} Z_{0}}{a_{1} b_{1} Z_{1}}} \tag{9}
\end{align*}
$$

Both derivatives are identically zero if

$$
\begin{equation*}
\frac{b_{1}}{a_{1}}=\frac{b_{0}}{a_{0}} . \tag{10}
\end{equation*}
$$

This relation implies, of course, a taper of the constant-impedance type. It is evident from Eq. (2) that for such tapers, $\Gamma$ is identically zero regardless of taper length. For tapers whose length is an integral number of half wavelengths, the exponential factor in Eq. (2) becomes unity, so that $\Gamma$ is proportional to the difference between the logarithmic derivatives, Eqs. (8) and (9). An inspection of Eq. (9) indicates that equality of the two derivatives results if

$$
\begin{equation*}
a_{0} b_{0} Z_{0}=a_{1} b_{1} Z_{1} \tag{11}
\end{equation*}
$$

This relation furnishes a criterion for making reflectionless half-wavelength tapers by giving the proper linear physical tapers to the con-
ductors. To be sure, all the quantities appearing in Eq. (11), involving the dimensions and impedance of the two lines to be joined, are usually specified in a given problem and rarely would they be consistent with Eq. (11). The difficulty is to design reflectionless linear tapers to solve practical problems. It has been suggested ${ }^{1}$ that the general problem be solved by using a double taper. The procedure would be: (1) to design an integral half-wavelength taper whose actual dimensions are uniquely fixed by Eq. (11), from one of the given lines to an intermediate line of the same impedance as the second; and (2) to pass directly, by means of a constant-impedance taper whose length is not important, from this intermediate line to the second of the given lines.

It will usually be found more convenient to solve Fq. (11) explicitly for a dimension of the intermediate line, assuming $a_{0}, b_{0}, Z_{0}$, and $Z_{1}$ to be given. The radius $b_{1}$ of the outer conductor is

$$
\begin{equation*}
b_{1}=b_{0} \sqrt{\frac{\eta_{1} \ln \eta_{0}}{\eta_{0} \ln \eta_{1}}} \tag{12}
\end{equation*}
$$

where $\eta_{0}=b_{0} / a_{0}$ and $\eta_{1}=b_{1} / a_{1}$. It is convenient to choose as a reference line, a line of unit outer-conductor radius $b_{0}$ and of diameter ratio $\eta_{0}=e=2.72$. For any other diameter ratio $\eta_{1}$ the outer-conductor radius $b_{1}$ is easily determined from Eq. (12) and the corresponding radius $a_{1}=b_{1} / \eta_{1}$ computed. The result for values of $\eta_{1}$ between 1.5 and 6 is given graphically in Fig. 6-4. It is easily shown that, for any two values of $\eta$ which may be chosen, the corresponding values of $b$ and $a$ read from these curves satisfy Eqs. (11) and (12). Hence these curves may be considered as giving, on a relative scale, values of $b$ and $a$ to be used in the design of reflectionless half-wavelength tapers between lines of specified diameter ratio (or impedance).

An important fact is at once apparent in Fig. 6.4; namely, that for a taper between lines whose diameter ratios are in the neighborhood of $\eta=e=2.72$, little change of outer-conductor size is indicated. Fortunately, the lines in common use at microwave frequencies have diameter ratios of about this value; consequently, tapers in which the outerconductor diameter remains unchanged should be good. Less than 3 per cent change in outer-conductor size is required for any two lines with diameter ratios lying between 2 and 4 (impedances between 42 and 83 ohms ).
${ }^{1}$ A. W. Gent and P. J. Wallin, "Impedance Matching by Tapered Transmission Lines," Valve Laboratory Report No. G 78, July 1944. These authors, using a different mathematical method, obtained Eq. (10) and the following modified relation in place of Eq. (11): $a_{0} b_{0}=a_{1} b_{1}$. A critical comparison of their derivation with that of Frank which led to Eq. (1) seems desirable. Both methods involve certain approximations, and it is not known which analysis leads to the more accurate result.

The frequency sensitivity of coaxial tapers is a matter of considerable importance in some applications. It is convenient to introduce this subject by a consideration of the logarithmic taper to which Eq. (7) applies. If $d$ is chosen equal to an integer $n$ times half the midband


Fig. 6. 4 - Design curves for reflectionless half-wave tapers. The vertical scale gives values of $b$ and $a$ on an arbitrary seale.
wavelength $\lambda_{0}$, it follows from Eq. (7) that the mismatch, defined as $r-1$, is

$$
\begin{equation*}
(r-1) \approx \ln \frac{Z_{1}}{Z_{0}} \frac{\left|\sin \left(\frac{n \pi \lambda_{0}}{\lambda}\right)\right|}{\left(\frac{n \pi \lambda_{0}}{\lambda}\right)} . \tag{13}
\end{equation*}
$$

For small departures of the electrical length $n \pi \lambda_{0} / \lambda$ from 'the value $n \pi$ which it has at midband, Eq. (13) is well approximated by

$$
\begin{equation*}
(r-1) \approx \ln \frac{Z_{1}}{Z_{0}}\left(\frac{\Delta \lambda}{\lambda_{0}}\right) . \tag{14}
\end{equation*}
$$

This approximation to the mismatch is good to about 10 per cent for departures up to about $\pi / 4$ in electrical length. In other words, it is this good for values of $\Delta \lambda / \lambda$ less than $1 /(4 n)$. For half-wavelength tapers ( $n=1$ ) this amounts to a band of about $\pm 25$ per cent, for onewavelength tapers $\pm 12$ per cent, and so forth. This result implies, of course, that the full-wavelength taper presents little advantage over a half-wavelength taper for bands narrower than $\pm 12$ per cent. For bands appreciably broader than this, however, the longer taper offers a material reduction in mismatch.

The reflection coefficient for a linear physical taper designed according to Eq. (11) varies in exactly the same way with wavelength as that for a logarithmic taper, since both are determined by Eq. (2) and in both instances the logarithmic derivatives at $z=0$ and $z=d$ are equalalthough the actual value of the derivative for the linear physical taper may be different from that for the logarithmic taper. As a matter of fact, the values will probably be found almost identical in the two types of tapers for most practical problems; this is true at least for the 46- to 75 -ohm taper. It does not seem profitable, therefore, to discuss the frequency sensitivity of the linear physical taper. It is possible, however, to state that the discussion of the frequency sensitivity of the logarithmic taper applies here accurately.
6.2. Transformer Sections between Coaxial Lines.-Some general aspects of transformers in coaxial lines have been discussed in Sec. 45 .


Fig. 6.5.-(onamal-line transformers.
In the present section specifie application of the principles to the prohlem of joining two coaxial lines will be treated. In addition, the merits of this method of joining coaxial lines as compared with that of using tapers will be considered.

In discussing the use of coavial-line transformers it is customary to neglect the effect of the discontinuity capacitance arising from the fringing fiekls in the neighborhood of an aboupt change in the diameter of one or both conductors. It has been pointed out in Sees. 4.5 and 4.6 that this junction effect may be rather large; therefore, it should be taken into consideration if large changes in conductor size ocrur.

If two lines are joined directly as illustrated by Fig. $6 \cdot 5 a$ there will
be introduced a VSWR equal to the ratio of the two characteristic impedances, if the junction susceptance $B_{12}$ between Lines 1 and 2 is negligible. If $Z_{1}=Z_{2}$ the only mismatch arising will be that due to $B_{12}$, but if the steps in conductor diameter are large this mismatch may not be negligible. Furthermore, the restricted space between inner and outer conductors is undesirable and in extreme cases would lead to a complete short circuit. In order to (1) provide impedance-matching, (2) reduce the effect of discontinuity capacitances, and (3) reduce the restriction of the innerconductor gap, an impedance transformer section or sections such as those shown in Figs. 6.5b and $c$ may be inserted.

It has been shown in Sec. $2 \cdot 1 t$ that the condition for matching by means of a transformer of the type illustrated by Fig. $6.5 b$ is

$$
\begin{equation*}
Z_{2}=\sqrt{Z_{1} Z_{3}} . \tag{15}
\end{equation*}
$$

It is easily shown, by means of the tranmixsion-line equation, Eq. (2-41), that if junction suseeptanees $B_{13}$ and $B_{23}$ exist at the junction of the lines indicated by the double subseripts, cxact cancellation of the two susceptances will occur at the design frequency, provided that

$$
\begin{equation*}
\frac{B_{12}}{Y_{1}}=\frac{B_{23}}{\Gamma_{3}} \tag{16}
\end{equation*}
$$

Ordinarily the values of $B_{12}$ and $B_{23}$ will be found to $\mathrm{l}_{\mathrm{c}}$ so small that they may be safely neglected, but it is advisable to make the steps in conductor size at the ends of the transformer section of comparable magnitude in order to take advantage of a certain amount of cancellation.

The frequency sensitivity of a single quarter-wavelength transformer may be determined rather casily by aplying the transmission-line equation. Neglecting $B_{12}$ and $B_{33}$, the mismatch, defined as $r-1$, introduced at a wavelength, is approximately

$$
\begin{equation*}
r-1 \approx \frac{\pi}{2} \frac{Z_{1}-Z_{3}}{\sqrt{Z_{1}} Z_{3}}\left(\frac{\lambda \lambda}{\lambda}\right), \tag{17}
\end{equation*}
$$

where $\Delta \lambda$ is the differenee between $\lambda$ and the wavelength for which the transformer is designed. For values of $r-1$ below about 0.2 and values of $\Delta \lambda / \lambda$ below about 0.2 , Eq. (17) gives $r-1$ to athout 10 per cent accuracy.

It is of interest to compare the frequener sensitivity indicated hy Eq. (17) with that given by Eq. (1t) for a taper. For small changes in impedance between input and output line, $\mathrm{F}_{1}$. (17) may be witten

$$
\begin{equation*}
(r-1) \approx \frac{\pi}{2} \frac{\Delta Z}{Z} \frac{\Delta \lambda}{\lambda}, \tag{18}
\end{equation*}
$$

while, with the same restriction, Eq. (14) for a taper becomes

$$
\begin{equation*}
(r-1) \approx \frac{\Delta Z}{Z} \frac{\Delta \lambda}{\lambda_{0}} . \tag{19}
\end{equation*}
$$

It is readily seen that the mismatch introduced by the transformer is larger by the factor $\pi / 2$.

A greatly decreased frequency sensitivity may be achieved by using a two-section transformer of the type represented by Fig. 6.5c. This design also presents another desirable feature, which is especially important if large changes of line size or impedance are required; namely, the diameter changes are divided among three steps rather than two. Slater ${ }^{3}$ gives a good explanation of the decreased frequency sensitivity afforded by multiple-section transformers. He points out that in order to obtain this low frequency sensitivity the impedances should be chosen to satisfy the relation

$$
\begin{equation*}
\left(\frac{Z_{1}}{Z_{2}}\right)^{2}=\left(\frac{Z_{2}}{Z_{3}}\right)=\left(\frac{Z_{3}}{Z_{4}}\right)^{2} \tag{20}
\end{equation*}
$$

If the junction susceptances are sizable, it seems advisable to arrange the conductor steps in such a way that the susceptances will satisfy the relation

$$
\begin{equation*}
\frac{B_{12}}{\overline{Y_{1}}}=\frac{B_{23}}{2 \sqrt{\overline{Y_{1}}} \overline{\bar{Y}_{4}}}=\frac{B_{34}}{\overline{Y_{4}}} \tag{21}
\end{equation*}
$$

This arrangement gives cancellation at the design wavelength, and a line of reasoning similar to that of Slater conceming frequency sensitivity leads one to favor such a relation.

It may be shown by a tedious calculation using the transmission-line equation that the mismatch in the input line is given, for the two-section transformer, by

$$
\begin{equation*}
(r-1) \approx \frac{\pi^{2}}{4} \frac{Z_{1}-Z_{i}}{\sqrt{Z_{3} Z_{3}}}\left(\frac{\Delta \lambda}{\lambda}\right)^{2} . \tag{22}
\end{equation*}
$$

The accuracy of the approximation is about the same as that of Eq. (17) under the same restrictions.

A comparison of the frequency sensitivity of a taper, single-section transformer, and two-section transformer is given by Fig. 6.6. The quadratic behavior of Eq. (22) makes the two-section transformer superior over the wavelength range presented. It is, of course, expected that the taper would give the best results for very broad wavelength ranges.

In the event that the two lines joined have the same impedance but different diameters, a short transformer section of the type indicated in Fig. $6.5 d$ is sometimes useful. The conductors are displaced axially
${ }^{1}$ J. ('. Slater, Microwave Transmission, MeCraw-Hill, New Jork, 1942, p. 57.
by a distance $l$ which is chosen in order that the susceptances $B_{12}$ and $B_{23}$ may be compensated for by the transforming action of the short section of line of high impedance $Z_{2}$. It is well known that the insertion of a section of high-impedance line, the length of which is short compared to a wavelength, gives an inductive effect. The two capacitive junction susceptances and inductive-line section are spaced so closely together in terms of wavelengths that they cancel in a manner approximating lumped-circuit behavior. The length $l$ may be easily determined experimentally; it would be rather difficult to calculate accurately because of the large interaction between the junctions. It is sometimes found


Fif. 6.6-Wavelength sensitivity of 75 - to 46-ohm transitions. desirable to fill the line $Z_{2}$ with a dielectric supporting material that decreases the impedance $Z_{2}$, thus rendering it less inductive for a given length.

There are of course endless variations of the transformers that have been presented here. In particular, there are special cases in which either inner or outer conductors are the same size in the two lines to be joined. The use of dielectrics in one or more of the lines or transformer may be required or may be found desirable.

In neither this section nor in the preceding section on tapers were experimental results or actual designs presented. It did not seem profitable to do so, since the principles of design, the dimensions recuired, and the equations giving perfomance characteristics are quite reliable and complete.

TRANSITIONS FROM COAXIAL LINE TO WAVEGUIDE
By F. L. Nimmary
6.3. The Transition Problem.-In microwave transmission lines it is frequently desirable and often necessary to change from wareguide to coaxial line. Many components, such as duplexers, bridge circuits, and antemna feed horns, are more easily constructed in waveguide. However, many microwave oscillators have coaxial output terminals; also, it is frequently more convenient (at longer wavelengths, for example) to produce a symmetrical field for application to rotary joints by the use of the coaxial mode. Except in special applications, not to be treated here, the problem is to provide for a transition between the principal coaxial $T E M$-mode and the dominant $T E_{10}$-mode in the rectangular guide. The field configurations for these modes are shown in Figs. 6.7a and $b$. The hasic methods for exciting this waveguide mode with a
coaxial line can be used in different arrangements to excite one of the modes of higher order, if desired.

The fundamental way of establishing a desired mode in a waveguide is the excitation of either the electric or the magnetic field identified with


Iig. 6.7.- Field configurations for lowest monial-line and waveguide modes; (a) the principal or $T E M=$ coaxial mode; (b) the dominant or $T E_{10}$ waveguide mode. The $E$-lines are solid; the $H$-lines are dashed. The direction of propagation is into the page.
that mode. This is done either by means of an "antenna" element parallel to the electric field, or by means of a loop, the plane of which is normal to the magnetic field. An example of each of these methods for the $T E_{10}$-mode in waveguide is shown in Fig. 6.8. Although each type has had some application, transitions baved on the waveguide antenna for electric coupling are much more widely used at present.


Fitr. 6.8.-Basic methorls of roupling foom roaxial line to wavequide for the lowest modes; (a) crossed transition for excitation of the electric field; ( $h$ ) loop transition for coupling to the magnetic field.

The crossed transition from coaxial line to waveguide is treated theoretically by Slater, ${ }^{1}$ who has show that a transition of this type can be matched by variation of the end-plate and coaxial-plunger positions, dimensions $D$ and $S$ of Fig. 6.8. In particular, the coaxial stub constitutes a variable reactance in series with the waveguide antenna (that
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portion of the coaxial center conductor which extends across the guide); and, by means of variations in the length of the short-circuited section of guide, it is possible to adjust the radiation resistance of this antenna. It is possible, therefore, to make the reactance of the antenna zero and its resistance equal to the characteristic impedance of the coaxial line whenever this is less than twice the characteristic impedance of the waveguide. This limit holds for transitions in which the coaxial line is centered on the wide side of the guide.

Other theoretical treatments ${ }^{1}$ give methods for calculating the dimensions which will match the transition. These are, however, much more easily obtained experimentally as will be shown later.

A modified version of this transition, in which the center conductor of the coaxial line extends only part way into the guide (the probe transition), has also been treated theoretically, and to some cxtent experimentally, by Slater. ${ }^{2}$ Since this has proved one of the more successful types of transition, it will be treated in detail later. Both the crossed coaxial-line-to-waveguide transition and the probe transition have been used for the excitation of the $T E_{11}$-mode in round waveguide. ${ }^{3}$

Heretofore, the magnetic coupling has been given little theoretical study and the types of electric coupling used in modern practice are different from the crossed coaxial-line-to-waveguide transition which has been treated theoretically. Therefore, the purpose here is to describe the transitions most used today and to present, in terms of transmissionline concepts, the experimental techniques used in designing them and in matching them over comparatively broad wavelength bands.

In practice it has usually been necessary to provide a transition from one of the standard coaxial lines, having an impedance of about 50 ohms , to one of the standard rectangular waveguides used at 3 or 10 cm . Thus, the impedance of the line or guide itself is seldom used as a factor in impedance-matching. In all standard transitions the characteristic impedance of the coaxial line is well within the limit required for matching; that is, it is considerably less than twice that of the rectangular guide.

The transitions to be described are as follows:

1. Transitions from waveguide $1 \frac{1}{2}$ by 3 in . OD at a wavelength of 10 cm to coaxial lines of sizes
${ }^{1} \mathrm{~S}$. Kuhn, "The Coupling between a Rectangular Waveguide (arrying an Hor Wave and a Concentric Line," Admiralty Research Establishment Report M439, Haslemere, Surrey, England, Septenber 1942.
${ }^{2}$ J. C. Slater, "Properties of the Conxial-Wavegnide Junction in the 725- 1 and 2J5I Output," BTL Memorandum 44-180-4, November 1944.
${ }^{3}$ "The Coaxial to Wave Guide Transformer," British Royal Socicty Report G8/102/W. D. Allen, January 1942.
a. $\frac{1}{2}$ in. OD
b. $\frac{7}{8}$ in. OD
c. $1 \frac{1}{4}$ in. OD
d. $1 \frac{5}{8}$ in. OD.
2. Transitions from waveguide $\frac{1}{2}$ by 1 in . OD and waveguide $\frac{5}{8}$ by $1 \frac{1}{4}$ in. OD at a wavelength of 3 cm to coaxial lines of sizes
a. $\frac{1}{2}$ in. OD
b. $\frac{5}{16}$ in. OD.

A discussion of these transmission-line dimensions and the factors governing their choice is to he found in Chap. 4.
6.4. Matching Techniques.--Since the techniques for matching transitions from coaxial line to waveguide are applicable to all types, they will be discussed separately, with examples for which detailed development data are available. The theory of impedance-matching at microwave frequencies is discussed in Chap. 2. The necessary experiments consist of measuring the magnitude and phase of the standing waves set up by reflections from the transition as an element in a transmission line terminated in a matched load. Measurements may be made either in the coaxial line or in the waveguide. However, measurements in the waveguide are preferable because the final matching may then be done by means of an iris which affects the power-handling capacity of the unit less than does a coaxial transformer. From measurements in the guide, the sizes and positions of these irises may be calculated very accurately. Measurements in the coaxial line necessitate the experimental determination of the iris dimensions or the use of a coaxial transformer which further limits the breakdown power of the coaxial line.

By the use of the Smith impedance (or admittance) chart, the data from these standing-wave measurements may be plotted in terms of the associated reflection coefficients and their phase angles. This chart also presents the real and imaginary components of the normalized impedance of the discontinuity represented by the transition. Contours of constant resistance (or conductance), and contours of constant reactance (or susceptance) appear as arcs of circles on such a chart. So it is possible, by the measurement of the voltage standing-wave ratio and the position of a voltage minimum and by the performance of the proper transformations on the Smith chart, to obtain the impedance at any desired reference plane between the point of measurement and the transition. Usually impedances are referred to the plane of the coaxial line (for example, in right-angle transitions) for measurements in the waveguide and to the end of the coaxial line at the inside surface of the waveguide wall for measurements in the coaxial line. Plots of the impedances or, more often, the admittances as functions of the transition dimensions
and as functions of wavelength, show how the dimensions must lee varied to produce a match and how the impedance will vary with the wavelength.
6.5. Narrowband Matching.-The matching of these transitions, when the sizes of the coaxial line and the waveguide are fixed, is accomplished in one of two ways. The dimensions within the transition may be varied, such as the position of the waveguide short circuit (end plate), the coaxial stub length, or the loop size or probe depth, depending upon the type of transition to be used. Thus, it is usually possible to obtain sufficient variation of both conductance and susceptance to match the transition at nearly any wavelength for which both the coaxial line and the waveguide support their lowest


Fig. 6.9.-Probe transition for $1 \frac{3}{8}$-in. coaxial line to waveguide. modes. This is called "narrowband" matching in contradistinction to the second method; in the latter, the transition is adjusted to have a certain type of variation of admittance with wavelength (generally not matched), which may then be matched over a considerably wider band by means of a transformer or, more often, a waveguide iris. This is called "broadband" matching and will be discussed in detail later.

In microwave systems, the application for which a component is intended determines the wavelength band over which the component must operate and the quality of impedance match which is required over this band. In receiving systems, the primary consideration is that of power loss. In transmitting systems the requirements are more stringent because reflections from an impedance mismatch which produce negligible power loss may seriously affect the operation of the oscillator or some other r-f component. Since the components described here are used either for transmitting alone or for transmitting and receiving, only small reflections can be tolerated. The usable bandwidth of a component is therefore defined as the wavelength range over which the voltage stand-ing-wave ratio caused by reflections from that component is 1.10 or less. The limit of 1.10 is imposed for design purposes; it is usually necessary to allow voltage standing-wave ratios as high as 1.15 on production models.

The development of the probe transition from $1 \frac{5}{8}-\mathrm{in}$. coaxial line to waveguide, ${ }^{1}$ shown diagrammatically in Fig. 6-9, provides an example of the narrowband matching technique. Figure $6 \cdot 10$ is an enlarged section of a Smith chart on which is plotted the admittance of this

[^39]transition, at a wavelength of 10.92 cm , for different end-plate positions and probe depths. Measurments were made in the wareguide and admittances are referred to the center of the coaxial line. At this point, variations in the end-plate distance appear ats almost purely susceptive changes in the admittance. Variations in probe depth change both the conductance and susceptance at roughly the same rate.


Fic. 6.10.-Admittance as a function of dimensions for probe transition from $1 \frac{5}{8}$-in. coaxial line to waveguide, measured in guide, plotted at the renter of the comaxial line. $D=$ end-plate distance, $P=$ probe depth, $\lambda=10.92 \mathrm{~cm}$.

These measurements show that the dimensions for best match, at a wavelength of 10.92 cm , are 2.55 cm for the end-plate distance measured to the center of the coaxial line, and 1.91 cm for the probe depth measured from the inside of the guide to the end of the probe. It is also possible to estimate from these data the tolerances necessary to keep the mismatch below a certain limit; for example, the unit will have a voltage standingwave ratio of less than 1.05 for a variation in the end-plate distance of $\pm 0.093 \mathrm{~cm}$ ( 0.037 in .). However, since several dimensions may vary in any unit, design tolerancess should be considerably smaller than this.

Figure $6 \cdot 11$ is a Smith-chart plot which shows the variation of the admittance with the wavelength for this transition when it has the dimensions for best match at the $10.92-\mathrm{cm}$ wavelength. The resulting voltage standing-wave ratios at the different wavelengths are plotted in Fig. 6•12. By measurements over a range of wavelengths, the dimensions for the best match at any particular wavelength in the 10 - to $11-\mathrm{cm}$ region can be determined. Figure $6 \cdot 13$ gives the end-plate distance for best match as a function of the wavelength for which the match occurs.


Fig. 6.11.-Admittance as a function of wavelength for the probe transition from $1 \frac{5}{8}-\mathrm{in}$. coaxial line to waveguide matched at 10.92 cm ; measured in guide, plotted at renter of coaxial line.

Practically no variation of probe depth is required to obtain best match in this wavelength range. The value of 1.87 cm given for this dimension is the average of values having variations less than $\pm 0.05 \mathrm{~cm}$ which are hardly significant.

In this method, which utilizes variations of two dimensions to produce an impedance match at a single wavelength, the resulting bandwidth is determined by the characteristics of the transition at that wavelength. For the case in which the end plate is less than a half guide wavelength
from the probe, there is but one combination of end-plate distance and probe insertion which will match the transition at a given wavelength. The impedance of the short-circuited section of waveguide is, of course, the same, if the length of the section is increased by some integral multiple of half guide wavelengths. However, such an increase in the end-plate distance serves only to increase the frequency sensitivity of the transition. Additional parameters must be used, therefore, to increase the bandwidth.


Fig. 6.12.-~Voltage standing-wase ratio vs. wavelength for probe transition from $1 \frac{1}{8}-\mathrm{ia}$. coaxial line to waveguide.


Fru. 6.13.-. End-plate dintance for bext match as a function of wavelength for the probe transition from 1 gin. coaxial lime to wavegude; poobe depth 1.87 cm .

An investigation has been made of the effect upon frequency sensitivity of terminating the probe in a sphere. Spheres of different diameters were attached to the end of the probe and the frequency sensitivity of the transition as a function of sphere diameter was measured. The transition becomes more frequency-sensitive as the diameter is increased, although the effect is small for spheres of diameters up to about 1.2 times that of the coaxial center conductor. From this resul, together with results obtained with other transitions to be disenssed, it appears that the larger the object in the region of the transition, the greater is the
frequency sensitivity when the transition is matched by varying only two parameters. For this reason, at a given midband wavelength, the probe transition inherently covers a broader band than do other types of transitions having the same impedance discontinuity between the coaxial line and the guide. However, this type of transition has certain disadvantages; it has been replaced in many applications by other types which, although having inherently a smaller bandwidth when matched by the two-parameter method, can be matched over wide bands by the method to be described next.
6.6. Broadband Matching with Waveguide Irises.-There are several ways in which the impedance characteristics of a transition may be altered by the variation of more than two parameters: for example, by placing the coaxial line off-center, by using dielectrics, by changing the shape of the short-circuited waveguide section, and by matching with coaxial stubs. Nearly all of these methods have been developed experimentally for special applications. The broadband matching described here is a systematic method which has been applied successfully to several types of transitions and is, therefore, of more general interest.

This method utilizes several important impedance properties of these transitions and of waveguide obstacles in general. In discussing these properties, it should be recalled that the use of a Smith chart involves a polar plot of the magnitude and phase of the reflection coefficient associated with a given admittance or impedance. These two quantities are uniquely specified by that admittance or impedance. On the Smith chart they are plotted in terms of the voltage standing-wave ratio and the distance in wavelengths from a roltage minimum (admittance maximum or impedance minimum) to the desired reference plane. The chart also gives the values of conductance and susceptance components of any admittance. Admittance plots are used exclusirely in this discussion because the broadband matching techniques presented involve the application of shunt susceptances.

The procedure in this method is applicable to a transition which has been, or can be, matched by the two-parameter variation method described in the last section. The admittance as a function of wavelength over the desired band is determined for different values of these two parameters. This permits the adjustment of the transition admittance to have certain desired characteristics. The transition is then mismatched to a voltage standing-wave ratio between 1.5 and 2.0 and to an admittance function having the proper distribution in phase, to be described later. By performing transformations on the Smith chart of this admittance-vs.-wavelength function, it will be possible to find a point some distance along the line from the transition toward the generator at which the admittance is nearly constant over the desired wavelength
range. If this point occurs near the circle of unity conductance on the chart, as can be arranged by a proper initial mismatch of the transition, a waveguide iris or other susceptance can be used at this point to match the transition over the entire band. Further, it is sometimes possible, with the proper initial spread of voltage standing-wave ratios with wavelength, to secure a reduction in this spread by making use of the variation with wavelength of the susceptance of the matching element.

To illustrate the application of this technique, the development of the crossbar transition from $\frac{7}{8}-\mathrm{in}$. coaxial line to waveguide shown diagrammatically in Fig. 6.14, will be presented in some detail. This is essentially a modification of the probe transition, but it can be built more accurately and will carry more power than one of the probe type. Since


Fic. 6.14.-Crossbus transition from coaxial line to waveguide. End-plate distance and cosshar depth are indicated.
it has been matched by both the narrowband and the broadband methods, it provides a comparison of the results obtained by these two techniques.

In Fig. $6 \cdot 15$ is plotted the admittance as a function of wavelength, for this transition, for different combinations of end-plate and crossbar positions. These dimensions are first adjusted roughly to give a voltage standing-wave ratio of less than 2.0 over the band desired (10.3 to 11.1 $\mathrm{cm})$ and Curve 1 is plotted. Increasing the end-plate distance by 0.080 in. produces the admittance function, Curve 2. Next, increasing the crossbar insertion 0.030 in . gives Curve 3. By a slight further adjustment of both of these parameters the properly centered narrowband match plotted in Fig. $6 \cdot 16$ results. This design has a VSWR of less than 1.05 for a 2 per cent band centered at 10.7 cm . In matching over a broad band, of course, this intermediate step, used as an illustration of the narrowband method, is not necessary. It is presented for the purpose of comparing the methods. The transition can be adjusted directly to have the admittance function represented by Curve 5, Fig. 6•15.

In mismatching the transition so that the admittance-vs.-wavelength function moves from Curve 3 to Curve 5, Fig. 6•15, an important property
of these transitions is seen. A comparison of these curves shows that, although there is considerable change of admittance with changes in the dimensions of the transition, the general distribution and relative orientation of points on the curves is little changed by these variations in dimensions. This is true, at least, when the admittance function lies in the region near match as obtained by the two-parameter variation method. In other words, to a first approximation, for comparatively


Fig. 6.15.-Admittance of crossbar transition from $\frac{7}{8}$-in. coaxial line to waveguide as a function of wavelength and dimensions; admittance measured in guide and referred to center of coaxial line; $\lambda_{1}=10.3 \mathrm{~cm}, \lambda_{2}=10.7 \mathrm{~cm}, \lambda_{3}=11.1 \mathrm{~cm}$.
small changes in dimensions, the dispersion of admittance with wavelength is relatively independent of the dimensions. This means, however, that the dispersion with wavelength of the standing-wave ratio and reflection phase angle as plotted on the Smith chart can be greatly reduced, simply by mismatching the transition as shown. This may be seen by comparing the spread of these two quantities with the wavelength in Curves 3 and 5.

When the characteristic is that given by Curve 5, the transition is no longer matched, but the variation with wavelength of both the magni-
tude and phase of the reflection is considerably reduced. The curve for the admittance as a function of wavelength does not change appreciably in either size or shape in going from the matched to the mismatched condition. Thus, it is possible to obtain a reduction in the variation with wavelength of either the voltage standing-wave ratio or the reflection phase angle or both, depending upon the orientation of the admittance function and the direction on the Smith chart in which the mismatch


Fig. 6.16.-Admitance of narrowhand $\frac{7}{8}-\mathrm{in}$. coaxial-line rrossbar transition measured in guide and referred to center of coaxial lime.
occurs. However, it will appear in the following discussion that there are only certain ways in which the transition may be mismatched to permit broadband matching by the addition of a properly placed shunt susceptance.

The second property utilized in this method is quite familiar and is characteristic of all transmission lines with reflecting discontinuities. It is essentially true that in transforming impedances along the line by rotation about the center of a Smith chart, a given physical length of line represents more rotation on the chart at short wavelengths than it does at longer ones. If the transition is mismatched in the proper manner
for broadband matching, it will have an admittance-vs.-wavelength characteristic similar to that represented by Curves 5 in Figs. $6 \cdot 15$ and $6 \cdot 17$. Since these admittances are referred to the plane of the junction from measurements in the waveguide, they may be transformed along the guide toward the generator in the usual way (by rotation of the points clockwise about the center of the chart), the differences in guide wavelength being taken into account. If the admittance at midband ( 10.7


Fis. 6-17.--Broadband matching of $\frac{7}{8}$-in. cotxial-hne erossbar transition. (urve 5 : admittance at center of comxial line measured in guide. Curve 6: calculated admittanco inguide at position for iris $0.339 \lambda_{0}$ at 10.7 cm toward gencrator from coaxial line. Curve 7 : calculated admittance at same point with inductive window of $B=0.45$ at 10.7 cm .
cm ) is transformed as shown on Curve 6, Fig. $6 \cdot 17$, until it falls near the curve of unity conductance on the positive (capacitive) susceptance side of the chart, a shunt inductive susceptance such as a waveguide iris may be added at this point to match the transition for this wavelength. However, the physical distance corresponding to this electrical transformation represents a larger fraction of a guide wavelength (more rotation) at 10.3 cm , and a smaller fraction (less rotation) at 11.1 cm , than at midband. Consequently, the variation with wavelength of the admittance function is considerably less at this point than it is at the
junction, as is seen by comparing Curves 5 and 6, Fig. 6•17. With an inductive iris at this point, therefore, it is possible to match the transition to a small VSWR over the entire wavelength range shown. This effect can be utilized, of course, only if the admittance function at the junction of the mismatched transition has the proper variation of reflection phase angle with wavelength. Specifically, the admittances for the shorter wavelength must have larger phase angles than those for the longer wavelengths.


Fo. 6.18.--Admitance at matching iris of broadband cmoshat transition. The
 dicterl ly lig. 6.17.

As mentioned previously, the variation with wavelength of the susceptance of the waveguide iris can be used in this methoel of matching in such a mamer an to reduce the spread in the VSWh of the transition with wavelength. In the example given, an inductive iris is used. The susceptance added by such an iris is proportional to the wavelength. The longer the wavelength then, the greater is the sumeptance added by an iris of given physical dimensions. If the transition, as mismatched for matching over at broad band, has a VSWR which increases with wavelougth, more susceptance is reguired to match it at longer wavelengths.

Therefore the spread in standing-wave ratio with wavelength can be reduced further by adjusting the transition so that it will have such a characteristic, and by using an iris in this manner. This effect is better understood by comparing Curves 6 and 7, Fig $.6 \cdot 17$, which show that the admittance function at the iris is not only centered on the chart but is also somewhat reduced in its spread.


Fiti. 6.19.-Voltage standing-wave ratio for crossbar transition from $\frac{\pi}{8}$-in. coaxial line to waveguide under different conditions of match. (1) Matched with end-plate and rrossbar dimensions only: (2) Mismatched for broadband matching with iris. (3) Predicted results with matching iris. (4) Experimental rewults with matching iris.

Curves 6 and 7 in Fig. $6 \cdot 17$ are calculated from the initial admittance function of the mismatched transition, Curve 5 , which was measured experimentally. Figure $6 \cdot 18$ shows the accuracy with which these calculated results may be duplicated experimentally. A comparison of Figs. 6. 16 and $6 \cdot 18$ shows the difference in the results obtained by the narrowband and broadband methods of matching this transition over the same wavelength range. The voltage standing-wave ratios as functions of wavelength for this transition under different conditions of match are plotted in Fig. 6.19. This makes the same comparison in terms of TSWR-rs.-wavelength functions for the two methods. Also shown are
the amount of mismatch necessary and the type of ISWR function with which an inductive iris can be used to obtain this bandwidth.

It sometimes happens, when this matching technique is used, that the proper reduction in the spread of the reflection phase angle with wavelength must be obtained by transformation of the junction admittance to the circle of unity conductance on the negative (inductive) susceptance side of the Smith chart. Matching is then accomplished by the use of a capacitive iris. For this, the VSWR-vs.-wavelength characteristic of the transition in the mismatched condition should be the opposite of that shown in Fig. 6•15; that is, the smaller ratios should occur at the longer wavelengths since the susceptance of a capacitive iris is inversely proportional to the guide wavelength. In practice, however, the use of the capacitive iris is avoided whenever possible, since this decreases the dimension of the guide parallel to the electric field and, therefore, decreases the voltage at which breakdown occurs.

There are several general considerations in the use of this broadband matching method. It will be noted that a reduction in the spread with wavelength of the reflection phase angle is accomplished in two ways. First, considering what an admittance-vs.-wavelength plot represents on a Smith chart, a simple mismatch of the transition constitutes such a reduction. Second, because of the different rates at which the various wavelength-vs.-admittance points rotate on the Smith chart, the junction admittance may be transformed along the line to some point nearer the generator where this spread is less. In obtaining maximum bandwidth these two operations are interdependent. The form of junction admittance as a function of frequency when the device is matched at a given frequency is determined by the type of junction. If a desired reduction in the spread of the reflection phase angle is specified, then neither the extent of the mismatch nor the transformation distance (rotation) necessary is uniquely determined; that is, the same reduction may be accomplished by a large mismatch and a small rotation or vice versa. In this connection a "large mismatch" implies a TSWR of from 1.5 to 2.0 . A "large rotation" is, arbitarily, one greater than a half wavelength or $360^{\circ}$ on the Smith chart. For example, compare Curves 4 and 5 of Fig. $6 \cdot 15$. By the proper transiormation along the line, the spread in phase of the points on either of these curres can be reduced to about the same amount. The transformation necessary to produce the effect, however, differs in the two curch. On Curve t, to group the points on the circle of unity conductance in the capacitive side of the chart, so that an inductive iris may be used, a rotation of nearly 0.9 guide wavelengths is required. In the case of Curve 5 , a rotation of less than 0.4 guide wavelengths produces the same result. Further, the average standing-vave ratio is less for Curve 4 , but its variation of VSWR with wavelength is consider-
ably greater than that for Curve 5 . Both these conditions are undesirable. The first implies that only a small susceptance is required to center the rotated Curve 4 about the point of match on the chart. The second means that a larger total variation with wavelength of the matching susceptance is required to cancel this spread of VSWR with wavelength in Curve 4 which appears as a spread in susceptance at the point where the iris is added. However, the total variation, with wavelength, of the iris susceptance is proportional to the size of the iris. Hence the small iris does not appreciably reduce the spread of VSWR with wavelength in Curve 4 which was larger than that of Curve 5 in the beginning.

These alternative procedures may be compared in general for a given transition admittance function. If the initial mismatch is small, the rotation required will be large. This means that the iris will be some distance from the transition which makes the unit larger. The iris will be small and less critical as to position; but, because only a small amount of susceptance is required for matching, it will not take advantage effectively of the variation in susceptance with wavelength of the iris which, as has been shown, can be used to reduce the spread in the VSWR with wavelength. If the initial mismatch is large, the rotation required will be small. A large matching iris will be necessary, and its position will be more critical. Further, if the initial mismatch is increased too much, the form of the admittance-vs,-wavelength function may no longer be independent of the dimensions; and the maximum bandwidth obtainable in this method may be decreased rather than inereased. In addition, there will be larger standing waves in the region between the transition and its matehing iris. This condition may decrease the power-handling capacity, though tests show that the effect is very small for standing waves of the order occurring in the transition described in this section. All these properties must be considered, when the transition is initially mismatched, for matching over the maximum wavelength range by this method. In practice it has been found that the use of a comparatively large initial mismatch gives the best results.

Because of the importance of the use of susceptive elements in this method of broadband matching, a note on their use for impedance matching is in order. The required susceptance may be introduced in the proper phase by the use of either a waveguide iris (or diaphragm) or a coaxial transformer. The general technique of this use of susceptance elements is described in Sec. $2 \cdot 7$. There are several reasons, however, for the fact that the waveguide iris has been used almost exclusively in the matching of transitions from coaxial line to waveguide. First, in the experimental development of these transitions, it is much more convenient to insert such an iris after the transition is built when the size and position of the matching susceptance must be determined from
measurements on the transition. Second, the power-handling capacity of the transition must be considered. In an ideal transition, this will be limited only by the breakdown power of the coaxial line. In certain improved versions of the transitions already described this is, in fact, the case. High-power tests have shown that there is considerable asymmetry of the electric field for a short distance into the coaxial line from these transitions. Almost any discontinuity in the coaxial-line center conductor in this region is likely to decrease the power required to cause the unit to are at high powers. Third, there is no particular advantage of the coaxial transformer over the waveguide iris for the measuring techniques required in this impedance matching. In the design of components as critical as these transitions, it is generally necessary to make standingwave measurements on both sides of the transition to be certain that the line is terminated with a perfectly matched load, as well as to obtain measurements of the transition characteristics. For these reasons the impedance matching is almost never done from the coaxial side of the transition.

Both symmetrical and asymmetrical irises have been used successfully in this matching. The asymmetrical iris is, of course, much simpler to use than the symmetrical iris, and its size and position can be calculated just as accurately. However, because of the amount of the next higher waveguide mode-the $T E_{20}$-mode-which it excites, it should be avoided whenever the iris is placed too close to the transition or any other waveguide discontinuity such as a choke-flange coupling. The "safe" distance depends upon both the susceptance of the iris and the wavelength. The field strength of the second waveguide mode excited by such an iris increases with the size of the iris; and the rate of its attenuation decreases with the wavelength. For example, the amount of the $T E_{20}{ }^{-}$ mode set up by an asymmetrical iris having a susceptance of 0.70 (equivalent to a VSWR of 2.0) is attenuated to 1 per cent ( 40 db ) of that for the $T E_{10}$-mode incident upon the iris in 0.60 free-space wavelengths at 10.0 cm . At 9.0 cm the corresponding distance for the same conditions is 0.82 wavelengths, and at 8.0 cm it is 1.29 wavelengths. These figures are given for the standard rectangular tubing $1 \frac{1}{4}$ by 3 in. by $0.080-\mathrm{in}$. wall used as a waveguide at 10 cm . This has a cutoff wavelength of 7.22 cm for the $T E_{20}$-mode. At the $3-\mathrm{cm}$ wavelengths now used for radar, and with the standard rectangular tubing $\frac{1}{2}$ by 1 in . by $0.050-\mathrm{in}$. wall having a cutoff wavelength for the second mode of 2.29 cm , the effect is not so critical since those wavelengths are proportionately farther from cutoff. An asymmetrical iris used to match a voltage standing-wave ratio of 1.5 to 2.0 should not be placed closer than a quarter guide wavelength to a discontinuity, when the free-space wavelength is greater than the cutoff wavelength of the $T E_{20}$-waveguide mode by 15 per cent or less. The
theory of (and data for) the use of the asymmetrical waveguide iris is developed elsewhere. ${ }^{1}$
6.7. Broadband Matching with Coaxial Stubs.-It is possible by means of a properly placed narrowband coaxial stub support to improve considerably the match of a transition, from coaxial line to waveguide over a given band. By narrowband stub support is meant one not having a broadband coaxial matching transformer such as that described in Sec. $4 \cdot 4$. The reason for the use of the narrowband stub will appear in this discussion. Although used in only one specific application, this


Fig. 6.20.—Probe transition for ${ }_{8}^{7}$-in. coaxial line to waveguide with coaxial matching stub.
method should be applicable to all transitions having the proper junction admittance function. However it is neither so simple and convenient mechanically, nor so effective electrically, as the method described in the last section.

This method is particularly applicable to high-power transitions, which, operated at powers too high for beads, require a stub support on the center conductor whether or not this stub is used in the matching of the transition. It consists of reducing the variation of susceptance with wavelength of the probe transition by means of a quarter-wavelength, coaxial, short-circuited section (stub support) properly placed in shunt with coaxial line. The susceptance function of such an element is

[^40]nearly the same form as that of the probe transition alone; but it has the opposite sign with respect to wavelength.

The method was used in the broadband matching of a transition beween $\frac{7}{8}$-in. coaxial line (with $\frac{3}{8}-\mathrm{in}$. center conductor) and the standard $\frac{1}{2}$ - by 3 -in. rectangular waveguide in the region of 9 cm . The construction of this unit is shown in Fig. $6 \cdot 20$. The design was developed in the following manner. The probe transition, without the coaxial stub support,


Fig. 6.21. -Admittance as a function of wavelength for ${ }_{8}^{7}$-in. coaxial-line transition, measured in coaxial line. Curve I: admittance at junction (see Fig. 6.20). Curve II: admittance approximately $\frac{3}{8} \lambda$ away from junction in coaxial line.
was matched at 9.1 cm by variation of the probe and end-plate positions, dimensions $P$ and $D$ in Fig. 6.20. (The probe was supported from the input end of the coaxial slotted section used for measuring standing waves.) The admittance of this transition, measured from the coaxial side and plotted at the reference plane indicated in Fig. 6.20, has the characteristics shown as Curve I on the Smith chart, Fig. 6.21. Approximately three-eighths of a wavelength back in the coaxial line (rotation toward the generator on the chart) this transforms into the admittance function shown as Curve II. This is almost a purely susceptive variation
with wavelength, having negative (inductive) susceptances for wavelengths shorter than 9.1 cm and positive (capacitive) susceptances for those longer. A quarter-wavelength short-circuited section of line added in shunt at this point will have a similar variation in susceptance but one of opposite sign with respect to wavelength. This is seen from the


Fra. 6.22.- Calculated adinittance as a function of wavelength at center of $\frac{7}{8}$-in. coaxial stub. Admittance is that of stub alone.
formula for the admittance of short-circuited section of lussless transmission line,

$$
\frac{Y}{Y_{0}}=-j \cot \frac{2 \pi l}{\lambda}
$$

The calculated admittance as a function of wavelength for such a stub is plotted in Fig. $6 \cdot 22$ for the same wavelength range over which the transition was measured. A broadband stub support does not have this characteristic, and therefore it cannot be used for matching in this way. When the stub and probe susceptance functions are combined in the proper phase, the variation of match of the combination is considerably reduced over that of either unit alone, as shown in Fig. 6.23. The


Fug. 6.23.-Admittance as a function of wavelength for ${ }^{7}$-in. coaxial stuh-supurted probe transition measured in coaxial line and referred to center of stub. Admittance is for combination of transition and stub.
maximum voltage standing-wave ratio over the range measured has been reduced from 1.13 to 1.07 . This effect in terms of VSWR as a function of wavelength is shown in Fig. 6.24. Further improvement could probably be effected by using a stub of characteristic impedance different from that of the line and by redetermining the stub position and the transition dimensions for proper centering of the match in the range measured. However, since this result was adequate for the requirement at the time, no further improvement


Frg. 6.24.- Foltage standing-wave ratio as a function of wavelength for probe transition from $\frac{7}{8}-1$. coaxial line, stub-supported, to waveguide. was attempted. Further, it is possible to match this transition over wider
wavelength bands, or to adapt it to other bands by the use of the waveguide matching iris in the manner described in the last section. A summary of these results will be given later.
6.8. Tuning Adjustments.-The earliest transitions from coaxial line to waveguide, which were usually of the crossed coaxial-line-to-waveguide type shown in Fig. 6.8, were quite frequency-sensitive and were, therefore, built with adjustable plungers in the waveguide and coaxial shortcircuited sections so that the transition could be tuned to the desired frequency. These were soon replaced by fixed-tuned transitions of somewhat different types, which are better matched over a broad band. It has been found that when bandwidths of about 10 to 20 per cent are desired, the dimensions of such transitions are critical; and it is difficult to duplicate the impedance characteristies of the original design. This realization led to the development of a method for adjusting the match of subsequent experimental and production units to obtain maximum bandwidth and optimum match.

Since the amount of tuning required is generally small, and because they are easily constructed and have a smaller effect than other tuners on the power-handling capacity of the units, waveguide tuning screws are used as the final matching adjustment on some of these transitions. The general use of screws as tuning elements is discussed in Sec. 8•14. Application to transitions from coaxial line to waveguide will be presented here.

In building a number of $10-\mathrm{cm}$ broadband transitions to the same design, it has been found that the matching iris dimensions required to give the maximum bandwidth or the optimum match over a given broad band vary as much as $\pm 0.040 \mathrm{in}$. in both position and aperture, indicating that the transition characteristics are not identical with those of the original design. However, in most instances it is possible, by the calculation of new iris dimensions from measurements on the transition without the matching iris, to obtain bandwidths and degrees of match quite comparable with those of the original design model. By a slight adjustment, then, of the amount and phase of the matching susceptance, it would be possible to match, over a broad band, transitions which do not duplicate exactly the characteristics of the original design. This matching can be done much more easily with tuning screws than by the calculation of new matching iris dimensions from standing-wave measurements on the transition. Further, when so tuned, the screw tuners can be locked or soldered and no further adjustment is necessary. This technique has proved very useful in the laboratory; it also expedites the production of satisfactory units using these transitions, such as magnetron couplings, antennas, and rotary joints. This technique should
not be used, however, as a substitute for the development of accurate production assembly methods.

One arrangement which has been used effectively is that shown in Fig. 6.25. With screws of fairly large diameter (about 1 in . at 10 cm ), it is possible to obtain quite large capacitive susceptances and inductive susceptances of the order of 0.15 (normalized) or slightly larger. In the arrangement shown, these screws are in the center of the wide side of the guide, one centered on the matching iris, and the other one-eighth guide wavelength away toward the transition. Each screw can be moved from about 0.2 in . projection into the guide to about 1 in . back into its housing. This gives a continuous variation in susceptance


Fuc. 6.25.--Tming sorews for adjusting matrh of in-rm transition.
from about +0.3 capacitive to about -0.15 inductive. In the figure, one screw is shown in the position which gives maximum inductive susceptance and the other in the position for a capacitive susceptance. Capacitive susceptances which are considerably larger than the value given are obtainable with such a screw. However, the value given for the inductive susceptance is about the maximum that may be obtained from a screw of this diameter at 10 cm . This limits the magnitude of admittance variation which may be produced in any phase by two screws used in this manner.

The screw centered on the iris produces at this point a variation of susceptance which is effectively an adjustment of the iris aperture. The other serew gives a variation of susceptance one-eighth guide waverength
away. This appears at the iris as a change in conductance which effectively adjusts the iris position.

Since the mismatch which is to be canceled may occur in any phase, the limiting factor of this device is the maximum inductive susceptance obtainable with a given size screw. With the $10-\mathrm{cm}$ screw tuner described above, a reflection of any phase may be reduced by a factor of about 1.15 in terms of the voltage standing-wave ratio. Similar results are obtained at 3 cm when the dimensions are scaled according to the guide wavelengths. Screws of larger diameter have been used to obtain a greater inductive susceptance, but these do not give purely susceptive tuning when used to introduce capacitance; sometimes, they actually produce a shunt resonance. Screws of the size discussed above are about the optimum for applications in which the same diameter screw is used for capacitive and inductive tuning. Other types of serews for general application are discussed in Chap. 8.

This type of tuning adjustment can, of course, be applied equally well to other devices, particularly to transitions matched by the narrowband method. In each type this amount of corrective tuning on production units has proved sufficient to bring the voltage standing-wave ratios well within the desired limits which are usually 1.10 and 1.15 .

This method of adjusting the final match of these transitions is particularly simple and convenient for narrowband matching. The reflection from the transition is measured at the proper frequency and the screws are adjusted to give a minimum standing-wave ratio and then soldered in position. This is a feasible production technique. Broadband matching however, which is more often necessary, is more difficult to accomplish by this method. In this case, it is necessary to make at plot of admittance vs. wavelength, or to obtain the equivalent information by means of a microwave impedance bridge, an instrument which measures the voltage standing-wave ratio simultaneously at several different frequencies in the desired band. The reason for this procedure may be seen by reference to Fig. $6 \cdot 17$ or to Fig. 6.18. The transition can be adjusted, by means of the screw tuner, to have a standing-wave ratio of unity at midband ( 10.7 cm ). This would occur, however, through the addition of capacitive susceptance which would shift the entire curve upward and cause the mismatch at the ends of the band to increase. Therefore the screw tuner must be used to center the admittance curve for a broadband transition about the point of match on the chart, sather than to match it at a specific wavelength.
6.9. Examples of Transition Construction.-Many mechanical arrangements have been employed in the construction of coaxial-line-towaveguide transitions with differences depending upon the application and the conditions under which the unit is to le operated. A number
of these are diagrammed in Fig. $6 \cdot 26$ for easy reference and in order to facilitate comparisons between different designs. By adjustment of the proper dimensions, it is possible to obtain an impedance match for nearly any geometrical shape of transition region, at nearly any wavelength in the range for which the waveguide and coaxial line support only their lowest modes. However, the impedance characteristics of different types of transitions differ considerably for wavelengths, in the region of that for which the transition is best matched. Since the transition dimensions are usually critical, and since there are few instances in which a desired type of electrical characteristic cannot be obtained with one of the geometrically simple constructions shown, the practice has been to use the simplest possible arrangement by which a given impedance characteristic can be obtained. Most of the transitions shown in Fig. 6.26 are based on the waveguide antenna or electric-coupling method described in Sec. 63. However, the distinction between this and the magnetic or loop-coupling method is hardly significant in some of the more complicated constructions.
6.10. Crossed Transitions from Coaxial Line to Waveguide.-The earliest method of providing a transition from the principal coaxial mode to the lowest rectangular (or round) waveguide mode is the crossed line and guide transition shown in Fig. 6.26a. As discussed in Sec. 63, matching is accomplished by adjusting the lengths of the waveguide and coaxial-line short-circuited sections, dimensions $D$ and $S$ in the figure. In the region of match, this transition has always proved very frequencysensitive and, therefore, has been used either as a tunable device or as a narrowband fixed-tuned transition. Figure $6 \cdot 27$ shows the detailed construction and electrical characteristics for this type of transition between $\frac{5}{16}-\mathrm{in}$. coaxial line and rectangular waveguide $\frac{1}{2}$ by 1 in . by $0.050-\mathrm{in}$. wall in the $3-\mathrm{cm}$ region. Measurements for its development are made in the waveguide; and a long length of RG-9/ $U$ cable (see Sec. 5•1) is coupled to the coaxial line with a type $\mathcal{N}$ connector, UG-58/U (see Sec. $4 \cdot 2$ ), used as the coaxial load. The mismatch of the cable section was about 1.14 in voltage at 3.2 cm . This design met requirements for a rugged, easily constructed transition matched reasonably well for a narrow band. It has been used in microwave test equipment as a low-power, type N connector to $3-\mathrm{cm}$ waveguide adapter.

Another type of crossed coaxial-line-and-waveguide transition, tuned in another way, is that shown in Fig. 6.26b. In this unit the outer conductor of the coaxial line extends into the waveguide from both sides, forming a tunable coupling gap. It is used as a tuning device to match power into a coaxial crystal mount in a $3-\mathrm{cm}$ standing-wave detector. Tuning is accomplished by varying the coaxial stub length $S$ and the gap in the coaxial line $G$. It is a narrowband tunable device; its charac-
teristics are, of course, also determined by the position of the waveguide short circuit which is fixed in this unit. By making all three dimensions variable, it should be possible to adjust the bandwidth to some extent, as well as to match the transition at a given wavelength. This, however, is an unnecessary complication in a tunable device.


Probe transitions


Dimensions used in matching
$A$-Iris aperture
$D$-End-plate distance
$G$-Coupling gap
H -Contour height
$L$-Loop size
$P$-Probe insertion
$R$-Iris position
$S$-Coaxial stub length
(g)

Fig. 6.26. - Transitions from coaxial line to waveguide. (a) Crossed transitions from coaxial line to waveguide; (b) crossed transition with adjustable gap $G$; (c) probe transition with broadband stub support; (d) broadband probe transition with matching stub support
6.11. Probe Transitions.--In terms of the impedance match and the bandwidth obtainable without special matching techniques, the probe transition is the most desirable type and has had considerable application in microwave systems and test equipment. Some of the possible differ-

(e) bead-supported probe; (f) dielectric-supported probe; ( $\theta$ ) crossbar transitions; ( $h$ ) wine glass or Grecian urn; (i) hemisphere; (i) $E$-plane loop coupling; ( $k$ ) H-plane loop coupling; (l) resonant-slot coupling.
ent constructions of this transition are shown in Figs. 6.26c to $f$. The chief problem involved in the design of such a transition is the support of the coaxial center conductor which should not limit the power-handling capacity of the unit to less than that of the transition itself.

Figure 6.26 c shows a method of supporting the center conductor of the coaxial line by means of a quarter-wavelength coaxial stub having a half-wavelength coaxial transformer for broadband matching of the stub only. Such a stub is very well matched (VSWR less than 1.05) over as


Fig. 6-27.-Voltage standing-wave ratio characteristics of adapter from type N ronnector to waveguide.
much as a 30 per cent band and is the basis of the broadband stubsupported coaxial line discussed in Chap. 4. The characteristics of the transition are very little affected by the presence of the stub, and the coaxial line is broken in the figure to indicate that the position of the stub along the line is unimportant. However, in order to support the probe accurately, the stub should be placed as close to the waveguide as possible. On the other hand, it probably should not be designed to come less than a half wavelength from the transition in order that the higher modes set up in the region of such discontinuities are damped sufficiently to prevent interference with the functions of either the stub or the transition. The development of this transition and its electrical characteristics have been discussed in detail in Secs. 6.5 and 6.7. Typical plots of voltage
standing-wave ratio vs. wavelength for probe transitions from $\frac{15}{8}-\mathrm{in}$. and $\frac{7}{8}-\mathrm{in}$. coaxial lines are to be found in Figs. $6 \cdot 12$ and $6 \cdot 24$, respectively; such a plot is shown in Fig. 6.24 by the curve labeled "probe transition only." This type of transition has been used successfully in units requiring transitions from coaxial line to waveguide at both 10 and $3-\mathrm{cm}$ wavelengths.

The effect obtained in using a narrow-band coaxial stub support to reduce the frequency sensitivity of a probe transition has been discussed


Fig. 6.28.-Probe transition from $\frac{7}{8}$-in. roaxial line to waveguide with simple stub support. Curve I: original design. Curve II: average for two production units of original design. Curve 11I: transition matched with iris for 9.9 to 11.1 cm (average of three individually matched units). Curve IV: transition matched with itis for 8 to 12 cm (average of two individually matched units).
in Sec. 6.7. The basic construction of this transition is shown in Figs. $6 \cdot 20$ and $6 \cdot 26 d$. The application of this technique to the probe transition from $\frac{7}{8}-\mathrm{in}$. coaxial line to waveguide, described previously, has resulted in a particularly useful transition in the $10-\mathrm{cm}$ region. Its properties are given in the VSWR-vs.-wavelength plot in Fig. 6.24 and by Curve I, Fig. 6.28. By the use of matching irises in the manner described in Sec. $6 \cdot 6$, it has been possible to adjust the frequency of best match and, to some extent, the bandwidth of this transition over a considerable range. This has been done without variation of the transition-matching dimensions (end-plate distance, probe insertion, and stub position) from
those of the original design. Results of these further modifications art given in Fig. 6-28. Curve II is voltage standing-wave ratio as a functior. of wavelength, averaged from two production units made to the original design, but measured over a considerably wider wavelength range than that for which the transition was intended. To meet requirements for transitions handling appreciable power and being sufficiently well matched, in the $9.9-$ to $11.1-\mathrm{cm}$ band, to be used for measuring equipment, three production models were individually matched with waveguide irises. Each transition was measured over this band, and separate matching irises were calculated for each one. The results for these three transitions are averaged in Curve III. A similar type of experimental


Fig. 6.29.-Bead-supported probe transition in $\frac{5}{16}-\mathrm{in}$, coaxial line.
development is shown in Curve IV. In this instance an attempt was made to secure the best possible match over the entire 8 - to $12-\mathrm{cm}$ wavelength range by the use of matching irises. This was done with two production units built to the original design for the stub-matched probe transition.

Although the coaxial-stub method of supporting the center conductor does not limit the power-handling capacity of the probe transition (which is generally less than that of the coaxial line itself), it has another disadvantage. The electrical characteristics of these transitions are sensitive to the centering and insertion of the probe. These dimensions are particularly difficult to hold accurately in assembly since the supporting stub is some distance from the transition region. Because of his fact and because the probe transition has a lower breakdown power han the coaxial line, this transition has been replaced by other types in pplications where high power is used and a very good match is required.

In instances where power limitations and sizable reflections are nct serious considerations, such as in certain test equipment, the probe may very conveniently be supported by a dielectric (usually polystyrene) as shown in Figs. 6.26e and f. The bead shown in Fig. 6.26e is frequently part of a type N coaxial connector in $\frac{5}{16}-\mathrm{in}$. line. The outer-conductor diameter is increased at the bead in order to maintain a 50 -ohm characteristic impedance in the dielectric-filled region. The length of the


Fig. 6.30.-Adapter from type N connector to 3 -cm waveguide (dielectric-supported probe transition).
bead is a quarter wavelength in the dielectric so that the capacitive mismatch occurring at one end cancels that at the other. This transition has been used extensively in test equipment and other low-power microwave applications at both $10-$ and $3-\mathrm{cm}$ wavelengths. Figure $6 \cdot 29$ shows the detailed construction of a typical adapter from type N coaxial connector to waveguide with a representative plot of the VSWR as a function of wavelength for the design matched at about 9.5 cm . Table 6.1 gives the dimensions for matching at other wavelengths. Relative to other types of transitions these adapters are limited by the inconsistencies and frequency sensitivity of the type N connectors, but they have been

Table 6.1.-Dimfisions for Adapter from Type N Coaxial, Connfetor to Wavegcide* for Best Match at Vabious Wayelengths

| Coaxial line, <br> in. | Waveguide, <br> in. | $B$, <br> in. | $D$, <br> in. | $P$, <br> in. | Band <br> VSWR $<1.10$, <br> $\%$ |  |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.3 | 0.296 | 0.125 | $12 \times 1 \times 0.050$ | 0.500 | 0.310 | 0.250 |
| 9.5 | 0.296 | 0.125 | $112 \times 3 \times 0.080$ <br> 11.0 | 0.296 | 0.125 | $112 \times 3 \times 0.143$ |

[^41]widely used in low-power microwave systems. A bead-supported 3 -cm adapter of this type and one having a crossed coaxial-line-and-waveguide transition are pictured in Fig. 6.30.

A somewhat more rugged and accurate method of supporting the probe by means of dielectric is that shown in Fig. 6.26f. The detailed construction and electrical characteristics of this type of transition used as a type N coaxial-connector-to-waveguide adapter are shown in Fig. 6.31 ; those dimensions which are more important in matching are indicated. In this design the size of the coaxial line varies for structural reasons, but a 50 -ohm characteristic impedance is' maintained in both the air- and dielec-tric-filled regions. Matching was accomplished by varying the endplate distance, the probe insertion, and the length of the dielectric support. This adapter has proved to be a superior type at $3-\mathrm{cm}$ wavelengths; the same construction has not yet been used for $10-\mathrm{cm}$ applications. It is consistently better; matched for a broader band in production than the types discussed above, probably because of the more accurate method of positioning the probe.
6.12. Crossbar Transitions.In order to simplify the construction of coaxial-line-to-waveguide transitions and to permit a more accurate support of the center conductor, the "crossbar" transition, ${ }^{1}$ shown in Fig. $6 \cdot 26 \mathrm{~g}$, was developed for use in a $3-\mathrm{cm}$ coaxial rotary joint of 70 -ohm characteristic impedance with transitions to waveguide on either end. Dimensions and voltage standing-wave ratio characteristics for this transition are given in Fig. 6.32. In this development it was possible to achieve an adequate impedance match and bandwidth without resorting to additional matching elements such as waveguide irises or coaxial transformers. This same type of transition, for wavelengths near 10 cm using standard waveguide and $\frac{7}{8}$-in. coaxial line having a characteristic impedance of 50 ohms, has proved considerably more frequency-sensitive.
${ }^{1}$ C. F. Edwards, "Preliminary Report on a Waveguide Rotary Joint," BTL Memorandum 43-160-120, July 1943.



Fig. 6.32.-Crossbar transition from $3-\mathrm{cm}$ coaxial line to waveguide (data from Ref. 6).


Fig. 6-33.-Crossbar transitions from $\frac{7}{8}-\mathrm{in}$. coaxial line to waveguide in the $10-\mathrm{cm}$ region.

Table 6.2.-Dimensions for Curves Shown in Fig. 6. 33

| Curve | $D$, in. | $P$, in. | $R$, in. | $A$, in. | Band, cm <br> $(V S W R<1.10)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I | 0.696 | 0.509 | $\ldots \ldots$ | $\ldots \ldots$ | $9.25 \pm 4 \%$ |
| II | 1.670 | 0.653 | $\ldots \ldots$ | $\ldots \ldots$ | $10.7 \pm 2 \%$ |
| III | 0.530 | 0.705 | 2.200 | 2.120 | 10.2 to 11.2 |

One method of matching this transition over a broad band by means of a waveguide iris has been described in Sec. 6.6. A summary of the different design dimensions for


Fig. 6.34.-Broadband crossbar transition from $\frac{7}{8}$-in. coaxial line to waveguide. crossbar transitions in the 8- to 11 cm wavelength region may be found in Fig. 6.33 and in Table 62. The broadband model is pictured in Fig. 6.34.

The differences in the properties of the transitions shown in Figs. 6.32 and 6.33 is easily understood in terms of the relative guide wavelengths. First, the formula for the guide wavelength is

$$
\lambda_{g}=\frac{\lambda_{n}}{\sqrt{1 \cdots\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{\prime}}=\overline{2}}
$$

where $\lambda_{0}$ is the free-space wavelength, and $\lambda_{c}$ is the cutoff wavelength (equal to twice the inside wide dimension of the guide). Now, as $\lambda_{0}$ approaches $\lambda_{c}$, the rate of change of $\lambda_{o}$ with $\lambda_{0}$ will increase; that is, the nearer the waveguide component is operated to the cutoff wavelength, the more frequency-sensitive it becomes. The ratio of free-space to cutoff wavelength for the three different transitions is as follows:

| $\lambda_{0}$ (midband), cm | $\lambda_{0} / \lambda_{e}$ |
| :---: | :---: |
| 3.3 | 0.579 |
| 9.2 | 0.637 |
| 10.7 | 0.741 |

If all dimensions of the different transitions were scaled according to the wavelength, the electrical properties, of course, would remain unchanged. This method has been used to great advantage in special applications where a component of the desired characteristics has been developed for another wavelength. However, the waveguide and coaxial-line sizes for the different wavelength bands are predetermined
and usually are not in the correct ratio for "scaling," in terms of guide wavelengths. In comparing these crossbar transitions, the effect is complicated even further by the difference in the characteristic impedance of the coaxial line which is 70 ohms for the $3.3-\mathrm{cm}$ transition and 50 ohms for the other two.
6.13. "Doorknob" Transitions.-The only limit on the power which may be safely transmitted by a coaxial-line-to-waveguide transition under given conditions should be that imposed by the breakdown voltage of the coaxial line alone. Although the crossbar transition can carry more than twice the power of which the stub-supported probe transitions are capable, this desired maximum power limit was not obtained with either design. In order to achieve this, a transition ${ }^{1}$ was developed in which the center conductor of the coaxial line terminates on the opposite side of the guide (for an $E$-plane, right-angle transition) in a knob of the proper size to permit impedance-matching and of a "streamlined" shape to increase the power required for breakdown. This general type of transition, two versions of which are shown in Figs. 6.26h and $i$, is widely known as the "doorknob" transition and occasionally by more colorful names which identify different shapes of doorknobs.

The doorknob may be thought of as an "inverted" stub in a crossed coaxial-line-and-waveguide transition. The purpose of this stub is to match the susceptance (as measured in the coaxial line) of the "antenna" (that portion of the coaxial center-conductor extending across the guide) which excites the waveguide, as discussed in Sec. 6.3. The proper shunt susceptance for this matching can be added by "building up" the inside of the guide in this region as well as by using a short-circuited section of coaxial line having the proper input susceptance. Further, as might be expected, this arrangement proves slightly less frequency-sensitive than one in which the susceptance matching the waveguide antenna depends upon the electrical characteristics of an appreciable length of coaxial line.

This type of construction has very successfully improved the powercarrying capability of the coaxial-line-to-waveguide transition to the point where it is limited only by the breakdown power of the coaxial line. An extensive series of high-power tests on different types of doorknob transitions has been made under a number of different conditions of pressure, standing waves, and ionizing radiation. These have shown that a well-made transition of this type, operating in a reasonably well-matched transmission line, will break down only at powers necessary to cause arcing in the coaxial line. These transitions have had wide
${ }^{1}$ N. A. Schuster and G. L. Hollingsworth, "Development of an Improved Conversion Unit for Coaxial Line to Waveguide Feed," General Electric Co. Engineering Memorandum EMT-521, January 1943.
application in $10-\mathrm{cm}$ waveguide systems using magnetrons with coaxialoutput or coaxial-mode rotary joints. This construction also has been used in $3-\mathrm{cm}$ rotary joints and in certain test equipment. It has been used in 1-cm applications, chiefly as a means of matching power into a crystal. Some of these applications are largely experimental, and such transitions generally have adjustable dimensions to permit tuning.

When matched only by adjustment of the transition dimensions (endplate distance, and doorknob size and shape), these transitions are comparatively narrow band; that is, they have a VSWR of less than 1.10 for a bandwidth of only a few per cent. By mismatching the transition and matching over a broad band with a waveguide iris, in the manner


Fig. 6.35.-Doorknob transition from ${ }^{15}$-in. coaxial line to waveguide. Curve I: narrowband model (data from Ref. 7). Curve II: average of four desiga models for broadband transition.
described in Sec. 6.6, bandwidths of the order of 10 to 20 per cent are obtainable. This has been done for a number of different $10-\mathrm{cm}$ transitions; it has not been done, to any extent, for the $3-\mathrm{cm}$ transitions since coaxial line is seldom used in high-power applications at this wavelength. Requirements for the match are not so stringent for lowpower transitions.

Although the doorknob transition is quite satisfactory in terms of its power-handling capacity and bandwidth (if properly "broadbanded" with an iris), it is extremely critical as to dimensions. Since the specifications for its construction are detailed, they cannot be included here. However, some representative electrical characteristics for different designs will be presented with references from which more detailed design information may be obtained.

Figure 6.35 shows the voltage standing-wave ratio as a function of wavelength for two designs of doorknob transitions from $1 \frac{5}{8}-\mathrm{in}$. coaxial
line to standard $10-\mathrm{cm}$ waveguide. Both have the same general construction shown in Fig. 6.26h. The characteristic of the narrowband model is plotted as Curve I. This design differs from that for the broadband model in that it has no matching iris and has a flat end plate some distance farther from the doorknob than is the semicircular end plate in the broadband model. These curves show the frequency sensitivity of the basic design of doorknob transition in this wavelength range as well as the improvement which may be obtained by broadband matching with an inductive waveguide iris. Curve II for the broadband model is the average of the data taken from measurements on four units for which individual matching irises had been calculated.


Fig. 6.36.-Doorknob transitions from $\frac{7}{8}-i n$. and $1 \frac{1}{4}$-in. coaxial line to waveguide. Curve I: average for four preproduction models individually matched for maximum bandwidth, $\frac{7}{8}$-in. coaxial line. Curve II: average for 10 preproduction models of same design as for Curve $I$, but with different iris for longer wavelengths, $\frac{7}{8}-i n$. coaxial line. Curve III: design model $1 \frac{1}{t}$-in. coaxial transition hemispherical doorknob.

Some results for doorknob transitions with different sizes of coaxial line at different wavelengths in the $10-\mathrm{cm}$ region are shown in Fig. 6.36. Curve I represents the characteristics of the broadband $\frac{7}{8}-\mathrm{in}$. coaxial-line-to-waveguide doorknob transition which has the same general design in the transition region as that discussed above and shown in Fig. $6 \cdot 26 \mathrm{~h}$. This result was obtained in the usual way, by varying the transition dimensions to give the proper mismatch and by matching with a waveguide iris calculated to give the maximum bandwidth. Curve II is the characteristic curve of the same transition design with a slightly different position of matching iris to improve the match in the region of 11 cm . It should be noted that this can be done only at the expense of a standing-wave ratio with a slightly higher average over the band and a somewhat decreased bandwidth. Curve III is the VSWR as a function of wavelength for a hemispherical doorknob transition from $1 \frac{1}{4}-\mathrm{in}$.
coaxial line to waveguide for use in the 8 - to $9-\mathrm{cm}$ band. This has the construction shown in Fig. 6-26i.

Similar transitions have been built for $3-\mathrm{cm}$ wavelengths, though they have had far less application than those for 10 cm . So far, little work has been done in attempting to increase the bandwidth of these transitions by means of a waveguide iris. Figure 6.37 shows the voltage standing-wave ratio as a function of wavelength for two experimental models of doorknob transitions matched in the region of 3.2 cm . Both of these were matched by adjustment of the end-plate position and shape and the doorknob size and shape. One form was used ${ }^{1}$ at the Tele-


Fig. 6-37.-Doorknob transition from $3-\mathrm{cm}$ coaxial line to waveguide. Curve $A$ : British (TRE) hemispherical doorknob transition similar to Fig. $6 \cdot 26 i$ except that a semicircular end plate and no matching iris are used. Curve $B$ : General Electric transition similar to Fig. $6 \cdot 26 h$ without matching iris.
communications Research Establishment in matching power from $3-\mathrm{cm}$ waveguide into a thermistor for low-level power measurements. It has a hemispherically shaped doorknob similar to that shown in Fig. $6 \cdot 26 i$, and a semicircular end plate very close to the doorknob, similar to the arrangement shown in Fig. 6.26h. An improved design has been developed, but the details are not yet available. The transition as developed at the General Electric Company ${ }^{2}$ has the same general construction as that shown in Fig. 6.26 h but with no matching iris. This was an experimental development intended for use in a $3-\mathrm{cm}$ coaxial-mode rotary joint.

[^42]In terms of its power-handling capabilities, bandwidth, and degree of match attainable, the doorknob transition has proved the most satisfactory type for high-power work. Furthermore, it has the advantage in applications to rotary joints that, since the center conductor terminates on the bottom of the guide, a second low-power coaxial rotary joint may be built within the center conductor. This is a great advantage in certain types of installations. However, the doorknob transition is very difficult to build because its dimensions are quite critical. This is to be expected for the broadband models in which the transition is actually adjusted to have a considerable mismatch of the proper distribution with wavelength in magnitude and phase so that it may be matched over a broad band by means of a waveguide iris. There has been considerable difficulty in securing consistent production units. The machining tolerances required by most designs are not unduly small and can be met, with care. It appears, however, to be much more difficult to maintain the assembly dimensions because of the distortion and movement of the parts at the temperatures required for silver soldering.

Calculations of new matching irises from measurements on individual transitions can compensate for these deviations. This, however, is laborious; the same result can be accomplished by the use of tuning screws to adjust the iris impedance slightly in the manner described in Sec. 6.8. But, since the calculation of matching irises for individual units is not practical and tuning adjustments are undesirable as production techniques, several different methods of manufacturing these transitions have been tried. The doorknob contour itself can be machined with a sufficient accuracy; and it is not likely to distort in assembly if properly designed. The chicf problem arises in maintaining accurate dimensions in the waveguide section. Ordinary rectangular tubing is not sufficiently accurate; and it is subject to considerable distortion. Attempts to cast waveguide sections have not, so far, proved satisfactory. Flectroformed sections are slightly more accurate, but they lack mechanical strength at the junction between the coaxial outer conductor and the waveguide wall. Machined sections are, usually, unnecessarily heavy and too expensive for practicability. The best results have been obtained by using a well-annealed precision waveguide that is very carefully handled during the assembly process. Fur-nace-assembly soldering of the parts, accurately held in position with soldering jigs, is required to minimize variations in production units. Since considerable work has been done on the problem of manufacturing well-matched doorknob transitions, all the results cannot be given here. Further information and design details may he ohtained from previous references and elsewhere. ${ }^{1}$
${ }^{1}$ F. L. Niemann, "10-Cm (oaxial Line-to-Reetangular Waveguide Transitions," RL Report No. 802, Deeember 1945.
6.14. Magnetic and Resonant-slot Couplings.-The transitions described thus far have been of the electric-coupling type in which various means of supporting a waveguide-exciting antenna are employed. As discussed in Sec. 6.3, there is also the magnetic-coupling transition which is formed by terminating the coaxial line in a loop, the plane of which is orthogonal in the waveguide to the magnetic field associated with the $T E_{10}$-mode. Several different versions of this transition have been developed, and a few have had limited application. They are, in general, difficult to match, quite frequency-sensitive, and critical as


Fig. 6.38.-Straight-through transition from ${ }_{8}^{7}$-in. coaxial line to waveguide.
to dimensions, so that they have a number of disadvantages when compared with the electric-coupling type of transition. In onc instance in which a straight-through $E$-plane transition at 9.4 cm was requirel, the construction shown in Fig. 6.26j was used with limited success. 'The dimensions and electrical characteristics of this transition are given in Fig. 6.38. It was matched by variation of the loop size $L$ and the probe depth $P$ (Fig. 6.26j). A particularly long probe was necessary to obtain the proper susceptance. The supporting post was arbitrarily chosen fairly large in order to minimize high-power breakdown to the opposite side of the guide.

Figures $6 \cdot 26 k$ and $l$ show two right-angle $H$-plane transitions for the $10-\mathrm{cm}$ region used by the Raytheon Manufacturing Company. The
first is a straightforward loop coupling which could be matched by variation of the loop size and end-plate distance, but which proved too frequency-sensitive to be of much use. The second is based on the idea that the distribution of eiectric field in a resonant slot in the coaxial line is similar to that required to excite the $T E_{10}$-mode in rectangular waveguide. The slot region is excited by magnetic coupling from the loop formed by grounding the center conductor to the outer conductor in the region of the slot. This transition proves somewhat broader band than the other with a VSWR of less than 1.10 for a $\pm 3$ per cent band when the unit is well made. Matching of this transition is accomplished by variation of the slot width and length, the end-plate distance, the loop size, and the guide height which provides the proper susceptance. As in the case of any transition of complicated geometry most of these dimensions prove rather critical, and the desired characteristics are difficult to reproduce. This transition was used in one model of a production radar system but was replaced in later models by a probe-type transition.
6.15. Applications and Special Transitions.-In addition to providing transitions between the different standard coaxial lines and waveguides, some of the units described have been combined with other devices for specific applications. The most frequently used examples are the magnetron-to-waveguide input couplings, and the coaxial rotary joints between waveguide sections. The applications to rotary joints will be discussed in Chap. 7. Two different kinds of magnetron couplings will be described here.

One type of waveguide coupling for a high-power $10-\mathrm{cm}$ magnetron having coaxial output section is shown in Fig. 6.39. In this design the magnetron may be removed from the coupling unit. The outer conductors are coupled by means of the conventional half-wavelength coaxial choke (see Chaps. 2 and 7 ). The center conductors are connected by a double-ended "bullet" designed to maintain spring contact at each end. It is made of beryllium copper and is heat-treated after machining for maintenance of its properties while operating at a fairly high temperature. A pressurizing gasket seals the outer case of the magnetron output section to the coupling unit so that the r-f line may be operated under pressure to reduce the possibility of breakdown. The unit shown is a doorknob transition for $1 \frac{5}{8}$-in. coaxial line with a $\frac{8}{8}$-in.-diameter center conductor. Its characteristics are those given by Curve II, Fig. 6.35. It is used with the $4 J 31-35,43-47$, and $74-77$ types of magnetrons. A second magnetron-to-waveguide coupling is that shown in Fig. 6.40. To ensure the proper positioning of the probe, the coupling is designed to be a permanent part of the tube. When this construction is used, the probe may be contained within the tube seal, an arrangement which greatly increases the power-handling capacity of the unit. The


Fig. 6.39.-Waveguide input coupling for high-power 10-cm magnetron.



Fig. 6.40.-Coupling from coaxial line to waveguide for high-power tunable magnetron (sealed-in-glass probe transition).
enlarged waveguide section in the region of the probe also aids in this respect. Matching is accomplished in the usual way, by variation of the end-plate distance and the probe depth. The results, shown in the curve of voltage standing-wave ratio as a function of wavelength, were obtained without the use of a matching iris. This is the type of construction used on the 4J70-73 tunable magnetron. It has given no evidence of breakdown at the maximum powers (about one megawatt) presently available.

A special application, in which a combination of transitions is used to advantage, is shown in Fig. 6.41. This arrangement reduces the complexity in construction of r-f components in a radar system that uses separate antennas for transmitting and receiving. ${ }^{1}$ Two adjacent collinear coaxial antennas were


FIg. 641.- Concentric transitions for double antenna. designed to be operated in a vertical position and to have symmetrical field patterns in a horizontal plane. The two concentric coaxial-line-to-waveguide transitions, one a crossbar-supported probe and the other essentially


Fig. 6.42.- Field configurations in large coaxial line of double-coaxial coupler; (a) shows the electric field configuration in the $T E_{10}$-mode; ( $b$ ) that in the $T E M$-mode; ( $c$ ) shows the orientation of the conducting partition for symmetrical excitation of the coaxial line.
a cylindrical doorknob transition, allow coupling to both antennas in such a manner that neither field pattern is distorted by the presence of the transmission line to the other antenna. This device was used in a system

[^43]operating in the $3-\mathrm{cm}$ region. At these wavelengths, in order for the inner coaxial line not to become too small, the larger coaxial line is of a size such that it allows the transmission of the undesirable $T E_{11}$-coaxial mode illustrated in Fig. 6.42a. This mode cannot be used because of the requirement of azimuthal symmetry on the field of the antenna. The desired symmetrical TEM-coaxia mode is shown in Fig. 6.42b. The elimination of the $T E_{11}$-mode from the large coaxial line was accomplished in the following manner It is evident from the field configuration of this mode, shown in Fig $6 \cdot 42 a$, that the plane $a-a^{\prime}$ constitutes an equipotential surface to which the components of the field are orthogonal, so that it may be replaced by a thin conducting partition without disturbing the field configuration.


Fig. 6.43.-Electric field configurations for $T E_{10}$-mode in single- and double-ridged waveguide.

If this is done, the only orientation for which the $T E_{11}$-mode may be propagated in such a transmission line is that for which the field is as shown in (a) or (c). If this partition is oriented in the transition as shown in Fig. 6.42c, then the coaxial line following the partition will be symmetrically excited. Any other fields are rapidly attenuated. This is particularly important since there is known to be considerable distortion of field in right-angle transitions of this sort. The length of this strip is that which is necessary for the desired amount of attenuation of the unwanted modes.

These transitions were matched by the usual techniques already discussed. The transition to the larger coaxial line proved to de somewhat critical as to dimensions and for that reason tuning screws were provided to permit factory adjustment of the transition after assembly. Both transitions when properly made and tuned have a voltage standingwave ratio of less than 1.1 for a bandwidth of about 9 to 10 per cent.

In developing a very wideband transition from coaxial line to waveguide considerable work has been done by the Radio Research Laboratory at Harvard University on the properties of "ridge" waveguide ${ }^{1}$ and its application to the transition problem. ${ }^{2}$ This type of waveguide is
${ }^{1}$ S. B. Cohn, "Properties of Ridge Waveguide," RRL Report No. 411-211, August 1945.
${ }^{2}$ S. B. Cohn, "Design of Simple Broad-band Waveguide-to-Cosxisl Linc Junctions," RRL Report No. 411-186, July 1945.
also discussed in Sec. 2.9. The electrical field configurations for singleand double-("H-shaped") ridge waveguide are shown in Fig. 6.43. The approximate distribution in intensity is suggested by the density of the lines of force.

This type of waveguide has several properties which make it applicable to broadband components in general, and to coaxial-line-to-waveguide transitions in particular. For given over-all dimensions it has a longer cutoff wavelength (lower cutoff frequency) than the same size of rectangular guide. Its characteristic impedance can be made considerably lower than that of ordinary guide; and in particular, it can be made equal


Pig. 6.44.--Adapter for type $\mathbf{N}$ connector (UG-58/U) to waveguide with single-tapered ridged waveguide.
to that of the standard coaxial lines. Further, the range between the cutoff wavelengths of the various modes is considerably increased, making it useful for very broadband requirements. However, it has certain disadvantages. In addition to being somewhat more complicated to construct accurately, its attenuation is several times that of ordinary waveguide, and its breakdown is obviously less than that of the standard guide. This limits its use to those receiving or low-power transmitting systems which employ a fairly short length of this guide.

In using ridged waveguide in a transition from coaxial line to standard waveguide, the coaxial line is terminated in a ridged waveguide section with an input characteristic impedance equal to that of the coaxial line. The "ridge" then is tapered gradually into the standard guide. Since the ridged waveguide is symmetrical, the asymmetrical $T E_{20}$-mode is not excited in the rectangular guide; and, since in the ridged guide the

Type N (UG-58/u) connector


Fic. 6.45.-Adapter for type N (UG-58/U) connector to waveguide with double-tapered ridged waveguide.


Fig. 6-46.-Dimensions and performance curve of transition from $\frac{7}{8}$-in. coaxial line to ridged waveruide horn. (See Firg. 6.47.)
$T E_{30}$-mode has a much shorter cutoff wavelength than in the standard guide, most of the field of this mode excited by the transition is damped out before it reaches the rectangular guide. It is sometimes possible to use-such a transition over almost the entire region between the cutoff wavelengths of the $T E_{10}$ and the $T E_{30}$-modes in the standard guide.

Figures 6.44 and 6.45 show, respectively, the use of single and doubletapered ridged waveguide sections in the construction of a broadband coaxial-line-to-waveguide transition. These units, designed by the


Fig. 6.47.-Transition from $\frac{7}{8}$-in. coaxial line to ridged waveguide horn (see Fig. 6.46).
Radio Research Laboratory, are for the standard type N (UG-58/U) connector in bead-supported $\frac{5}{16}-\mathrm{in}$. coaxial line. An example of a similar application to a broadband antenna "feed" horn, with a transition from standard $\frac{7}{8}-\mathrm{in}$. coaxial line to a special size of guide developed at the Radiation Laboratory, is shown in Figs. $6 \cdot 46$ and $6 \cdot 47$. The flared horn provides an approximate match to free space. The results, plotted in terms of voltage standing-wave ratio as a function of wavelength, were measured in the coaxial line.

## LOWEST MODE IN THE WAVEGUIDE TRANSITIONS

By F. E. Ehlers

6-16. The Transition between Rectangular Waveguides of Different Sizes.-It is often desirable to transform from rectangular waveguide of one size, carrying the $T E_{10}$-mode, to that of another size in which the same mode is propagated. This may be done by means of a quarterwavelength matching transformer, or by a taper from one set of dimensions to the other.

Although the concept of characteristic impedance in waveguide is not so well defined as it is in coaxial line, it is convenient to use regular transmission-line theory in determining the dimensions of a quarterwavelength transformer. Consequently, the following formula for the equivalent impedance of rectangular waveguide in the $T E_{10}$-mode may be taken from Slater. ${ }^{1}$

$$
\begin{equation*}
Z_{\text {oqu }}=\sqrt{\frac{\mu}{\epsilon}} \frac{1}{\sqrt{1-\left(\frac{\lambda_{0}}{2 a}\right)^{2}}} \frac{b}{a}=\sqrt{\frac{\mu}{\epsilon}} \frac{\lambda_{g}}{\lambda_{0}} \frac{b}{a} . \tag{23}
\end{equation*}
$$

If this formula is assumed, the equivalent circuit of the discontinuity between the different waveguides


Fig. 6.48.-Equivalent circuit of discontinuity between different waveguides. is that shown in Fig. 6.48 provided that the change from $Z_{1}$ to $Z_{2}$ is not too great and that neither waveguide will transmit higher modes.

To find the condition between two waveguides when their impedances are equal, Eq. (23) may
be rewritten in the following form:

$$
b^{2}=\frac{\epsilon}{\mu} Z_{\text {eau }}^{2}\left[a^{2}-\left(\frac{\lambda_{0}}{2}\right)^{2}\right] .
$$

This is the equation of an hyperbola, connecting $a$ and $b$ if $Z_{\text {equ }}$ is kept constant. For a given choice of $a$ greater than a half wavelength, a value of $b$ for the waveguide is determined which will match the impedance of another waveguide of the same equivalent impedance.

If the two waveguides differ only in the narrow dimension, the calculation of a quarter-wa velength transformer becomes very simple since the characteristic impedance is proportional to the narrow dimension only. Thus, the narrow dimension of the transformer section is

$$
b_{t}=\sqrt{\overline{b_{1} b_{2}}},
$$



Fig. 6.49.-Narrow dimensions of a transformer section.
where $b_{1}, b_{2}$, and $b_{t}$ are shown in Fig. $6 \cdot 49$.
At each junction between the waveguide and the transformer, there will be a shunt capacitive susceptance. If the discontinuities are not too large, however, the shunt susceptances, having about the same

[^44]magnitude, will nearly cancel each other because of the quarter-wavelength spacing. If the two waveguides differ in the wide dimensions only, the problem is a little more difficult since the guide wavelength must be taken into account. For this sort of change, the shunt susceptance at the steps will be inductive instead of capacitive. If two waveguides differ in both dimensions $b$ and $a$, the transformer section may be chosen to make the shunt susceptance of the ends approach equality or vanish altogether. Such a quarter-wavelength transformer has been designed for the junction between $1 \frac{1}{4}-\mathrm{by} \frac{8}{8}-\mathrm{in}$. rectangular waveguide with $0.064-\mathrm{in}$. wall, and 1 - by $\frac{1}{8}-\mathrm{in}$. waveguide with $0.050-\mathrm{in}$. wall. The dimensions of this transformer are shown in Fig. 6.50. The voltage standing-wave ratio introduced by the transformer is less than 1.03 over the wavelength band from 3.13 to 3.53 cm .

A simple way to transform from a waveguide of one size to one of another size is to taper the dimensions linearly. In Frank's report, ${ }^{1}$ the ratio of incident to reflected waves from a tapered section of transmission line, if the second waveguide is terminated in its characteristic imped-


Fig. 6.50.-Quarter-wavelength transformer from 1 - by $\frac{1}{2}$-in. rectengular waveguide ( $0.050-\mathrm{in}$. wall) to 14 by $\frac{8}{8}$-in. rectangular wave guide ( 0.064 -in. wall). ArmyNavy designation UG-80/U. ance, is shown to be (see Eq. 1)

$$
\begin{equation*}
\frac{B}{A}=\frac{1}{4 \gamma_{0}}\left[\frac{d \ln Z}{d x}\right]_{0}-\frac{1}{4 \gamma_{1}}\left[\frac{d \ln Z}{d x}\right]_{1} \exp \left(-2 \int_{0}^{d} \gamma d x\right) . \tag{24}
\end{equation*}
$$

If the two terms of Eq. (24) representing the magnitude of the discontinuities at both ends of the taper are equal, and if the length of the taper is equal to an integral number of half wavelengths, the reflection from the taper will be zero, according to the formula above. If these two terms are different, the mismatch of the taper will be at a minimum for length of the taper equal to an integral number of half wavelengths. For a taper in which the dimensions change linearly, $a_{0}$ may be defined as the wide dimension of the smaller waveguide and $d$ as the length of the taper. Then the corresponding dimension of any cross section in the taper is

$$
a=a_{0}+\frac{\delta x}{d}
$$

[^45]where $\delta$ is the difference between the wide dimensions of the two waveguides. For calculating the length of an integral number of half wavelengths the following formula may be used:
\[

$$
\begin{gathered}
n \pi=\int_{0}^{d} \frac{2 \pi}{\lambda_{0}} d x=2 \pi \int_{0}^{d} \frac{\sqrt{1-(\lambda / 2 a)^{2}}}{\lambda} d x, \\
n \pi=\frac{2 \pi d}{\delta \lambda} \int_{a_{0}}^{a_{1}} \frac{\sqrt{(2 a)^{2}-\lambda^{2}}}{2 a} d a .
\end{gathered}
$$
\]

Integrating and simplifying,

$$
d=\frac{n \lambda \delta}{\sqrt{\left(2 a_{1}\right)^{2}-\lambda^{2}}-\sqrt{\left(2 a_{0}\right)^{2}-\lambda^{2}}-\lambda\left(\cos ^{-1} \frac{\lambda}{2 a_{1}}-\cos ^{-1} \frac{\lambda}{2 a_{0}}\right)}
$$

This formula may be rewritten for convenience in the parameters of waveguide wavelengths and the wide dimensions for the two terminating waveguides.

$$
d=\frac{n\left(a_{1}-a_{0}\right)}{\left(\frac{2 a_{1}}{\lambda_{g_{1}}}-\frac{2 a_{0}}{\lambda_{o_{0}}}\right)-\cos ^{-1}\left\{\frac{\lambda^{2}}{4 a_{0} a_{1}}\left[1+\left(\frac{2 a_{0}}{\lambda_{\theta_{0}}}\right)\left(\frac{2 a_{1}}{\lambda_{g_{1}}}\right)\right]\right\}} .
$$

Two such tapers, 0.817 in . and 1.635 in . long, were constructed and tested. The first was calculated from the above formula to be a half wavelength long and the other, a full wavelength, at 3.22 cm . The voltage standing-wave ratios of both transitions were 1.05 or less over a wavelength range from 3.14 to 3.52 cm .
6.17. Transition from Rectangular to Cylindrical Waveguide.-As the primary modes in both the round and rectangular waveguides are similar, being $T E$-modes, the cylindrical waveguide may be excited directly from the end, utilizing a gradual taper or a quarter-wavelength transformer. If the rectangular waveguide is terminated abruptly in the cylindrical waveguide, the voltage standing-wave ratio is about 2 . The admittance of such a transition from $\frac{1}{4}-$ by $\frac{1}{2}-\mathrm{in}$. waveguide with $0.040-\mathrm{in}$. wall to $0.350-\mathrm{in}$. ID tubing at a wavelength of 1.25 cm is $Y=0.45-j 0.15$ referred to the junction point between the two waveguides. Thus, to match such a transition with a quarter-wavelength transformer the equivalent characteristic admittance of the transformer section relative to the rectangular waveguide must be 0.67 ; and the susceptance of the two junctions of the transformer must be equal. Since the transition is from rectangular to round waveguide, this condition will be more easily obtained by a waveguide that has a cross section intermediate between round and rectangular. As the guide wavelength and the characteristic admittance cannot be calculated in a waveguide with round corners, both the length and the size of the transformer must be determined experimentally. The admittance that would be obtained with a transformer
whose characteristic admittance is correct for matching the two waveguides may be calculated on the basis of transmission-line theory as a function of its length. The resulting curve passes through the center of the Smith chart in Fig. 6.51. There are two other curves in Fig. 6.51 which show the variation of admittance with length for transformers with too large and too small a characteristic admittance. These curves have


Fig. 6.51.-Curves for correct and incorrect transformer characteristic admittance; (A) transformer characteristic admittance too small; ( $B$ ) correct transformer characteristic admittance; ( $C$ ) transformer characteristic admittance too large. The admittance chart has been rotated $180^{\circ}$ from the usual position (see Sec. 2•12). Some users prefer this position since it gives positional correspondence with impedance chart.
been calculated with the assumption that no shunt susceptance exists at the junctions of the transformers. With such susceptances present there would be some rotation and shifting of these curves. However, when these curves are taken as indicative of the general trend of admittances that would be encountered, the dimensions of the transformer may be determined empirically by a series of approximations. It should be remembered, however, that the characteristic admittance is proportional to $a / \lambda_{g}$, which increases with the wide dimension of the guide and is
inversely proportional to the narrow dimension [see Eq. (23)]. Such a transformer from $\frac{1}{2}$ - by $\frac{1}{4}$-in. waveguide with $0.040-\mathrm{in}$. walls to round waveguide 0.350 in . ID was designed for $1.25-\mathrm{cm}$ wavelength and is shown in Fig. 6. 52.


Fig. 6.52.--Transformer from $\frac{1}{2}$ - by $\frac{1}{4}$-in. waveguide with $0.040-\mathrm{in}$. wall to round waveguide 0.350 in . ID.

Another way to construct a quarter-wavelength transformer is to fill in a section of the round waveguide as shown in Fig. 6.53. This has been tried in transforming from $\frac{3}{2}-$ by $\frac{1}{4}-\mathrm{in}$. waveguide with $0.040-\mathrm{in}$. wall to round waveguide 0.350 in . ID, with less success than the design of Fig. 6.52. This design is also not so easy to make as the transformer described in the preceding paragraph.

A taper from rectangular to round waveguide may be constructed as shown by the sketch in Fig. 6.54. In this construction, the cross section changes gradually from a rectangular shape to a circular one. If this transition section is made longer than a wavelength, the match will, in general, be quite satisfactory. One is assured of a good match if this transition is made very long, for the change will be gradual enough to cause little mismatch. Figure 6.54 gives the


Fig. 6.53.-Quarter-wavelength transformer.
dimension of such a taper from 1 - by $\frac{1}{2}$-in. rectangular waveguide with $0.050-\mathrm{in}$. wall to $1-\mathrm{in}$. round waveguide with $0.032-\mathrm{in}$. wall. This taper is between one, and one and a half wavelengths long and the voltage stand-ing-wave ratio is 1.10 or less from 3.14 to 3.47 cm .

It is also possible to transform from rectangular waveguide to round
waveguide with the two waveguides at right angles. There are two types of coupling, series and shunt. In the series coupling, the wide dimension of the waveguide is transverse to the axis of the round guide. This is not so easy to match as the shunt coupling since there is a greater distortion of the magnetic and electric fields at the junction between the


Fig. 6.54--Taper from rectangular to round waveguide.
rectangular and round waveguides. However, if a wedge is placed extending from one wide side of the rectangular waveguide to the opposite wall of the round waveguide as in Fig. 6555, a match may be obtained. This wedge helps to bend the wave around the corner. Data of voltage standing-wave ratio vs. wavelength for wedges of three sizes are shown in the graph Fig. 6.56 for 1by $\frac{1}{2}$-in. waveguide with $0.050-\mathrm{in}$. wall and round waveguide $\frac{15}{16} \mathrm{in}$. ID. Better results may possibly be obtained if some matching device, such as inductive window, is used in conjunction with the wedge.

A transition, using shunt coupling from $\frac{1}{2}-$ by $\frac{1}{4}-\mathrm{in}$. waveguide with $0.040-\mathrm{in}$. wall to round waveguide 0.350 in. ID, may be matched at $1.25-\mathrm{cm}$ wavelength by adjusting a short-circuiting plunger in one arm of the round waveguide. This combination of


Fig. 6.55.-Right-angle transition from rectangular to round waveguide. The waveguide width is 0.900 in . ID. waveguide dimensions is such that at this wavelength no matching irises or transformers are needed. For waveguides of different relative sizes, some additional means of matching must be employed.

In designing such a transition, one must avoid using a waveguide too near cutoff for the $T M_{01}$-mode. Since the rectangular waveguide opening
increases the cutoff wavelength of this mode in this short section of round waveguide, resonances may occur which would introduce serious reflection. In case the diameter of the round waveguide cannot be reduced in a particular application, these resonances may be eliminated by


Fig. 6.56.-Voltage standing-wave ratio for different size wedges from restangular to round waveguide.
placing across the opening narrow bars which are parallicl to the wide dimension of the rectangular waveguide. These bars, being perpendicular to the electric field in the rectangular waveguide, have little effect upon the match but, by closing the opening, they reduce the cutoff wavelength of the $T M_{01}$-mode to a


Fig. 6.57.-- Transition from rectangular to round waveguide with two rectangular waveguides. safe value.

With a single rectangular-waveguide input wave, one polarization will be excited, of which the maximum radial electric-field component will be transverse to the wide dimension of the rectangular waveguide. It is possible to couple another waveguide the same distance from the short-circuiting plug about $90^{\circ}$ in azimuth from the location of the first rectangular waveguide (see Fig. 6.57). In this way, another polarization may be fed into, or coupled out of, the round waveguide. However, the waveguides are not strictly independent for there will be some coupling from one to the other.

This coupling to the second arm of r-f power from the first will reflect from the second opening some $T E_{11}$-power, with the polarization $90^{\circ}$ to the wave set up by the first arm. The phase of this reflected wave may be different from that of the input wave so that, in adding with the input wave, it will cause some of the energy to be circularly polarized.

Another means of coupling the other polarization is by feeding the round waveguide end-on with a quarter-wavelength transformer, as in Fig. 6.53. The quarter-wavelength transformer will act as a shortcircuiting plug in the round waveguide, for the wave from shunt arm providing the narrow dimension of the transformer is beyond cutoff for the incident frequency. Figure 6.58 gives the details of this transition. The distance from the edge of the quarter-wavelength transformer to the inside dimension of the rectangular waveguide, as shown, is somewhat less than the distance for a short-circuiting plug. The effective short circuit is slightly beyond the face because the transformer waveguide is beyond cutoff for this polarization.
6.18. Circular Polarization of


Fig. 6.58.-Transition from rectangular waveguide to two polarizations in round waveguide. the $T E_{11}$-mode. -The radial component of the electric field of a single polarization of the $T E_{11}$-mode at a fixed radial distance $r<a$ is of the general form

$$
E_{r}=E \sin \phi^{\prime} e^{j(\omega t-\beta x)} .
$$

Now this single wave may be broken up into the sum of two waves whose maximum amplitude is $90^{\circ}$ apart in azimuth; thus,

$$
\begin{equation*}
E_{\tau}=E_{1} \sin \phi e^{i(\omega t-\beta x)}+E_{2} \cos \phi e^{i(\omega t-\beta x)}, \tag{25}
\end{equation*}
$$

where $\phi$ has undergone some angle of rotation from $\phi^{\prime}$, depending upon the relative magnitude of $E_{1}$ and $E_{2}$.

If the second wave had undergone a shift in phase of $\theta^{\prime}$ radians, it would be designated for conveniences which will become clear later in the discussion as $\theta^{\prime}=\theta+(\pi / 2)$, where $\theta$ is now the phase shift greater (or less) than a quarter wavelength. Equation (25) now becomes

$$
\begin{align*}
& E_{r}=E_{1} \sin \phi i^{i(\omega t-\beta x)}+E_{2} \cos \phi e^{j\left(\omega t+\frac{\pi}{2}+\theta-\beta x\right)} \\
& E_{r}=E_{1} \sin \phi e^{i(\omega t-\beta x)}+E_{2} \cos \phi(-\sin \theta+i \cos \theta) e^{j(\omega t-\beta x)} . \tag{26}
\end{align*}
$$

If, to the right-hand member of this equation, we add

$$
E_{2} \sin \phi \cos \theta e^{j\left(\omega t-\beta_{x}\right)}-E_{2} \sin \phi \cos \theta e^{j(\omega t-\beta x)} \equiv 0
$$

and regroup the terms, the equation for the electric field becomes

$$
\begin{equation*}
\left.E_{r}=\left[E_{1} \sin \phi-E_{2} \sin (\phi+\theta)\right] e^{j(\omega t-\beta x)}+E_{2} \cos \theta e^{j\left(\omega t-\phi+\frac{\pi}{2}-\beta x\right.}\right) . \tag{27}
\end{equation*}
$$

The first term represents a plane-polarized wave. The second term, however, has an amplitude which is independent of angle and therefore is symmetric. This symmetry is, however, false since, at any instant $t^{\prime}$, the electric field has the same pattern as a single plane-polarized wave. To determine the angular position of the maximum electric field, the exponent must be set equal to zero.

$$
\begin{gathered}
\omega t-\phi+\frac{\pi}{2}-\beta x=0 \\
\phi=\omega t+\frac{\pi}{2}-\beta x .
\end{gathered}
$$

At any cross section in the waveguide, therefore, the maximum amplitude rotates with an angular velocity of $\omega t$. Hence, the resultant of any two plane-polarized waves which differ in phase consists of the sum of a single plane-polarized wave and a circularly polarized wave. The $E_{\phi}$ component of the $T E_{11}$-mode, which for constant $r<a$ has the form $E=E \cos \phi e^{j\left(\omega t-\beta_{x}\right)}$, can thus be represented in a manner similar to Eq. (27). The derivation of the $E_{\phi}$ component then, will be omitted from this discussion.

If the amplitudes $E_{1}$ and $E_{2}$ of the two waves were equal, then

$$
\begin{align*}
& E_{r}=E_{1}[\sin \phi-\sin (\phi+\theta)] \rho^{j \omega t-\beta x}+E_{1} \cos \theta e^{j\left(\omega t-\phi+\frac{\pi}{2}-\beta x\right)} \\
& E_{r}=-2 E_{1} \sin \frac{\theta}{2} \cos \left(\phi+\frac{\theta}{2}\right) e^{j(\omega t-\beta x)}+E_{1} \cos \theta e^{j\left(\omega t-\beta x-\phi+\frac{\pi}{2}\right)} . \tag{28}
\end{align*}
$$

The angle $\theta$ is the difference in phase shift from $\pi / 2$ radians, or a quarter wavelength; thus, if $\theta=0$, all the energy from two waves of equal amplitude whose polarizations differ by $90^{\circ}$ is transmitted into the circularly polarized mode, when a phase shift of $\pi / 2$ radians or a quarter wavelength is introduced into one of the two waves. If the phase shift is greater or less than $\pi / 2$, the ratio between the amplitudes of the planepolarized wave and the circularly polarized wave from Eq. (28) is

$$
\begin{equation*}
\frac{E_{p}}{E_{c}}=\left|\frac{2 \sin \frac{\theta}{2}}{\cos \theta}\right| ; \tag{29}
\end{equation*}
$$

and the ratio of the powers in the two waves is

$$
\begin{equation*}
\frac{P_{p}}{P_{c}}=\frac{4 \sin ^{2} \frac{\theta}{2}}{\cos ^{2} \theta} . \tag{30}
\end{equation*}
$$

If a probe is inserted into a waveguide which is matched to all polarizations and which carries two such waves, and the probe is rotated around the tube, the symmetry of the resulting wave can be determined. From Eq. (26), the magnitude of the square of the electric field as a function of $\phi$ and $\theta$, after setting $E_{2}$ equal to $E_{1}$, may be calculated.

$$
\begin{equation*}
E_{r}^{2}=E_{1}^{2}(1+\sin 2 \phi \sin \theta), \tag{31}
\end{equation*}
$$

which has maxima at $\phi=\pi / 4,5 \pi / 4$ and minima at $\phi=3 \pi / 4,7 \pi / 4$ for $\pi>\theta>0$. The maximum to minimum voltage ratio is

$$
\begin{equation*}
r=\sqrt{\frac{1+\sin \theta}{1-\sin \theta}}=\cot \left(\frac{\theta}{2}+\frac{\pi}{4}\right) . \tag{32}
\end{equation*}
$$

Combining Eqs. (29) and (32), and (30) and (32), we get

$$
\frac{E_{p}}{E_{c}}=\frac{2 \sin \left(\cot ^{-1} r-\frac{\pi}{4}\right)}{\cos \left(2 \cot ^{-1} r-\frac{\pi}{2}\right)}=\frac{2 \sin \left(\cot ^{-1} r-\frac{\pi}{4}\right)}{\sin \left(2 \cot ^{-1} r\right)}
$$

and

$$
\frac{P_{p}}{P_{c}}=\frac{1-\sin 2\left(\cot ^{-1} r\right)}{\sin ^{2} 2 \cot ^{-1} r} .
$$

With the above relations there is sufficient information to design a quarter-wave plate in the $T E_{11}$-mode in order to obtain a circular polarization. Various schemes for obtaining it have been tried. Usually, these schemes consist of inserting a metal fin or a dielectric slab at a $45^{\circ}$ angle to the incident wave. At this fin the incident wave can be resolved into two waves of equal amplitude at $45^{\circ}$. If the fin is very narrow, its effect on the polarization, of which the radial vector is maximum $90^{\circ}$ in azimuth away from the fin, is very small; this is true since the electric field $E_{r}$ is perpendicular to its surface and the radial component $E_{r}$ is equal to zero. For fins that are rather thick, however, there is some phase shift in one polarization, and considerable phase shift in the polarization that has a maximum electric field at the fin. For a $0.062-\mathrm{in}$. fin in round waveguide of 0.350 in . ID at 1.25 cm , the guide wavelength, as a function of the amount of insertion of the fin into the waveguide, is plotted in Fig. 6.59 for the two polarizations. Another way of obtaining a quarter-wave plate is by filling in part of the waveguide with a metal plate as shown in the cross-section sketch in Fig. 6.60. In this figure also is a plot of guide wavelength as a function of the thickness of this metal plate.

The quarter-wave plate must be matched to both polarizations and particularly to the polarization in which it causes the greater phase shift. This matching is accomplished by using a quarter-wavelength step in the plate which must be determined experimentally after the dimensions


Fig. 6.59.-Guide wavelength in two polarizations of $T E_{11}$-mode for metal fin in round waveguide.


Fig. 6.60.-Waveguide wavelength for two polarizations of $T E_{11}$-mode.


Fics. 6.61 and 6.62.-Quarter-wave plates; $1.25-\mathrm{cm}$ wavelength.
of the matching transformers are determined. The length of the quarterwave plate may be calculated as follows:

$$
2 l^{\prime}\left(\frac{1}{\lambda_{t_{1}}}-\frac{1}{\lambda_{t_{2}}}\right)+l\left(\frac{11}{\lambda_{1}}-\frac{1}{\lambda_{2}}\right)=\frac{1}{4},
$$

where $l^{\prime}$ is the length of the quarter-wave transformer, $\lambda_{t_{1}}$ and $\lambda_{t_{2}}$ are the guide wavelengths of the quarter-wavelength transformer for the two polarizations, and $l$ is the remaining length of the quarter-wave plate with $\lambda_{1}$ and $\lambda_{2}$ the corresponding guide wavelengths of the two polarizations as shown in Figs. 6.59 and 6.60. Dimensions for two quarter-wave plates are shown in Figs. 6.61 and 6.62 for $1.25-\mathrm{cm}$ wavelength in round waveguide 0.350 in . ID.

A quarter-wave plate may be obtained by means of a number of lumped susceptances spaced in the round waveguide. These lumped susceptances may be in the form of rods, as in Fig. 6.63, which protrude


Fig. 6.63.-Quarter-wave plate with lumped susceptance.
into the waveguide. These rods act like shunt capacities; and if the values of their susceptances are known, the spacing between them may be determined by means of the Smith chart so that a perfect match is obtained. If the shunt capacity of these elements is not too large, a match over a broad band may be obtained by spacing several of these elements about a quarter wavelength if the relative magnitudes of these susceptances follow the values of the binomial coefficients. For example, if two susceptances are used, their magnitudes are equal; if three susceptances are used, then their magnitudes should have the relative values of $\omega c, 2 \omega c$, and $\omega c$, respectively. Several typical values are as follows:


Equal spacing of equal elements may also be used but the broadband match may not be so good. By trying various matched combinations of these elements, the values of the susceptance and the number of elements may be determined experimentally so that circular polarization
is attained. This technique is rather cumbersome to design. Sufficient work has not been done to determine whether there is any gain in bandwidth over the continuous type of quarter-wave plates.

It is also possible to couple from rectangular waveguide directly to


Fig. 6.64,-Double rircular polarizer with right- and left-handed circular polarizations. round waveguide in circular polarization without means of a quarter-wave plate. The shunt rectangular-waveguide arm as shown in Fig. 6.64 couples to the $T E_{11}$-mode by cutting transverse currents in the round waveguide. The instantaneous currents in circular polarization wind spirally around the waveguide making a complete revolution in a waveguide wavelength. Thus, if these currents are excited by orienting the rectangular waveguide at' the proper angle with the axis of the round waveguide, circular polarization can be set up. This angle can be approximated by the formula

$$
\theta=\tan ^{-1} \frac{2 \pi a}{\lambda_{g}},
$$

where $a$ is the radius of the round waveguide and $\lambda_{0}$ the waveguide wavelength. If both ends of the round waveguide are matched, then a righthanded circular polarization will be excited in one direction and a lefthanded circular polarization in the other. Data at $1.25-\mathrm{cm}$ wavelength for such a transition as a function of the orientation angle of the rectangular waveguide with respect to the roundwaveguide axis are shown in Fig. 6.65.

If a movable short-circuiting plunger is introduced into one of these arms, some interesting results may be obtained. A left-handed polarization will be reflected back as a right-handed polarization, looking in the direction of propagation, and will add to the original right-handed circularly polarized wave. As the phase of this reflected wave is adjusted by the short-circuit-


Fig. 665.-Performance of double circular polarizers of Fig. 6.64 at $1.25-\mathrm{cm}$ wavelength with VSWR measured in rectangular waveguide and $P$ equal to the ratio of the major axis voltage to the minor axis voltage of the polarized wave. ing plunger, the resulting wave propagated in the matched arm may vary
gradually from circularly polarized wave to plane-polarized wave. If the reflected wave is $180^{\circ}$ out of phase with the other wave in the matched arm, then there is no propagation, and all the energy is reflected from the junction.

Circular polarization may also be excited by means of a transition which has been aptly designated as a "turnstile" transition. This consists of two cross arms of rectangular waveguide with a round waveguide coupled out of the section that is common to the two arms. The narrow dimensions of the rectangular waveguide are lined up with the roundwaveguide axis. If the transition is matched so that the symmetry is preserved, then some interesting results are obtained. This matching is done by adjusting the dimensions of


Fis. 6.66. ....Matching of turnstile junction of Fig. 6.67; data taken from Table 6.3. a post which is set in the bottom of the rectangular waveguide along the axis of the round waveguide as in Fig. 6.66. The data for Fig. 6.66 are taken from Table 6.3. The

Table 6.3.-Dimensions* to Accompany 'Turnstile Junction of Fig. 6.66

| Center <br> wavelength, <br> cm | $a, \mathrm{in}$. | $b$, in. | $c$, in. | $d$, in. | Round <br> wave- <br> guide, <br> ID, in. | Rertangular <br> waveguide, in. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3.33 | 0.181 | 0.509 | 0.125 | 0.4375 | 0.9375 | $1 \times \frac{1}{2}$ (.050 wall) |
| 3.57 | 0.160 | 0.502 | 0.125 | 0.5315 | 1.000 | $1 \times \frac{1}{2}$ (.050 wall) |
| 1.25 | 0.070 | 0.175 | 0.065 | 0.188 | 0.350 | $\frac{1}{2} \times \frac{1}{4}(.040$ wall $)$ |

* All Iette: symbols pertain to Fig. b-titi.
height and diameter of the lower part of the post have a greater effect on the match looking into une rectangular waveguide with matched loads in the other four arms, while the narrow post has greater effect on the match looking into the round wareguide. Thus a transition is obtained with the following characteristics:

1. The wave is matched looking into the round waveguide with matched loads in the four rectangular arms.
2. Each rectangular arm is matched with matched loads in the other arms.

With these conditions, if power is fed into Arm A Fig. 6.67, one half of the power is transmitted in the round waveguide, and the other half is divided between Arms $B$ and $D$ with no power propagated in Arm C.

Since $B$ and $D$ are in shunt with $\operatorname{Arm} A$, the phase at the planes represented by narrow sides of waveguides $A$ and $C$ will be equal for the two waves. If arms $B$ and $D$ are short-circuited and are equal in length, the two reflected waves arrive back at the junction in phase, and the reflected power is equally divided between Arms $A$ and $C$. No reflected power enters the round waveguide since the two reflected waves will set up polarizations in the round guide which are $180^{\circ}$ out of phase and, therefore, will be canceled out.

If one arm is a quarter wavelength longer than the other, then the


Fig. 6.67.-Cross section of turnstile transition. reflected waves from the two arms are out of phase and will set up a polarization in the round guide which is aligned with the axis of the short-circuited arms. Thus, there are two waves of equal amplitude, whose polarizations differ by $90^{\circ}$, propagated in the round waveguide. As the length of the arms is adjusted, keeping a quarterwavelength difference in lengths between the two, the phase of the polarization set up by the reflected waves will be varied. If the phase difference between the polarizations is equal to zero, then a plane-polarized wave oriented at $45^{\circ}$ to the cross arms is propagated. If this phase difference is equal to $\pi$, then there is propagated a plane-polarized wave, oriented at $90^{\circ}$ in azimuth from the wave resulting from a phase difference

Table 64.-Dimensions and VSWR for the Ternsthe Junctions of Fig. 6.66


[^46]of zero. If this phase difference is $\pi / 2,3 \pi / 2$, the resulting wave is circularly polarized in the round waveguide; while in between these values of phase difference the resulting wave is elliptically polarized.

Table 6.3 gives the dimensions of three turnstile transitions centered at wavelengths of $3.33,3.57$, and 1.25 cm . Complete data have not been collected on these transitions since each transition was designed for a specific application, and only sufficient data were taken for this application. Table 6.4 gives the length of short-circuited arms for circular


Fig. 6.68.-Characteristics of turnstile used as linear polarizer. Dimensions are given in the second line of Table $6 \cdot 4$.
polarization and for plane polarization, with the voltage standing-wave ratios obtained for these applications.


Fig. 6.69.-Dielectric quarter-wave plates. (a) Waveguide $\frac{15}{16} \mathrm{in}$. ID at 3.2 -em wavelength with polystsrene; ( $b$ ) waveguide 3 in. ID with styraloy.
While the voltage standing-wave ratio is very good over a broad band, the useful wavelength region may be limited further by the frequency
sensitivity of the lengths of the short-circuited arms. Figure $0 \cdot 68$ shows a plot of the ratio between the power found in the two polarizations in the second transition of Table 6.4, over a part of the frequency band,


Fig. 6.70.-Circular-polarization tests on styraloy quarter-wave plate of Fig. 6.696 .
when the transition is used as a linear polarizer. The amount of $P_{2}$ in the figure is very small at $3.58-\mathrm{cm}$ wavelength but increases very rapidly toward each end of the band. This $P_{2}$ wave


Fig. 6.71.-Circular polarizer in rectangular waveguide. Cross-section view. will be out of phase with the $P_{1}$ wave, thus setting up some circular polarization. For some applications the ratio must be greater than 30 db .

Another way to construct a quarter-wave plate is to place a narrow slab of dielectric material, as shown in the drawings in Fig. 6.69 , at an angle of $45^{\circ}$ to the incident polarization. The dielectric has a greater effect on the guide wavelength of that component, the polarization of which is parallel to its width, than in the component at $90^{\circ}$. The notches and the tapers match the plate to the incident wave. Apparently better results are obtained with a fairly thick slab of dielectrie, than with a very thin sheet. Experimental results of the tapered quarterwave plate of Fig. $6 \cdot 69$ are shown on the graph of Fig. 6.70. The small maxima and minima are probably due to multiple reflections from the two tapers in the two component polarizations.
6.19. Circular Polarization in Square Waveguide.-It is possible to propagate a circularly polarized wave in square waveguide, as well as in round, by dividing the power in half so that two $T E_{10}$-modes are propagated at right angles, and by introducing a phase shift of $\pi / 2$ in one of these modes. This phase shift may be obtained by using a section of rectangular waveguide with a slab of dielectric as in Fig. 6.71. Since the boundary conditions are not complicated, the cutoff wavelengths
for the primary modes in the two polarizations may be calculated accurately. This technique of exciting circular polarization gives us several parameters which must be adjusted in order to obtain a broad band. By selecting the dimensions $a$ and $b$, and the thickness and dielectric constant of the slab, a waveguide section may be obtained in which the phase difference between the two polarizations, as a function of freespace wavelength, is at a minimum in the center of the selected band. In this way, theoretical bandwidths of 3 to 1 and 5 to 1 can be obtained using the maximum ratio of 3 db , between the major axis and the minor axis of the wave, as a criterion.

## TRANSITIONS INVOLVING A CHANGE IN WAVEGUIDE MODE

## By F. E. Ehlers

For certain specialized applications, it is often necessary to transform the dominant mode of one type of waveguide to a higher mode of another. The higher waveguide mode most often used is the $T M_{01}$-mode in round waveguide. The advantage of this mode is that it has radial symmetry and, therefore, is desirable for use in rotary joints, in antennas in which a uniform azimuth is desired, and in other applications requiring symmetry.
6.20. Transitions to the $T M_{01}$-mode.-Transitions to the $T M_{01}$-mode are more difficult to design than are transitions between two different waveguides in which only the lowest mode is propagated, because the $T M_{01}$-mode has to be excited without setting up an appreciable amount of $T E_{11}$-mode. The cutoff wavelength for the $T M_{01}$-mode is

$$
\lambda_{c}=\frac{2 \pi a}{2.405},
$$

while the cutoff wavelength for the $T E_{11}$-mode is

$$
\lambda_{c}=\frac{2 \pi a}{1.841} .
$$

Therefore, if the diameter of the waveguide is selected to propagate the $T M_{01}$-mode, it will also propagate the $T E_{11}-$ mode. From the standpoint of electromagnetic theory, the round waveguide must be excited with a field as nearly symmetrical as possible.

Since nearly all microwave transmission line is rectangular waveguide, the most logical type of transition to the $T M_{01}$-mode is from the $T E_{10}$ mode in rectangular guide. From Fig. 6.72 it is seen that the $T M_{01}$-mode is very similar to the coaxial $T E M$-mode. The first type of $T M_{01}$-transition from rectangular waveguide contained first a right-angle transition from rectangular waveguide to a coaxial line which was beyond cutoff for all waveguide modes. Then an antenna, formed by the extension of
the center conductor of the coaxial line into the round waveguide, excited the $T M_{01}$-mode. In this construction, there is perfect symmetry so that no $T E_{11}$-mode (see Fig. 6.73) is set up in the round waveguide unless the coaxial section is so short that higher modes, set up in the coaxial line by the junction at the rectangular waveguide, are not attenuated sufficiently. This transition was satisfactory only over a very narrow band of wavelengths. It was matched to the transmitter frequency by


Fig. 6.72.-Instantaneous fields in $T M_{01}$-mode showing electric and magnetic intensitics. adjusting the plunger in the rectangular waveguide, the plunger in the coaxial stub, and then three capacitive screws. The disadvantage of such a transition, beyond the mechanical complications, is that the power capacity of the transition is limited by the narrow coaxial section. The device would be much easier to make if power could be coupled directly from the rectangular waveguide to the round waveguide without this narrow constriction. Therefore, from a study of the fields of the $T E_{10^{-}}$ mode in rectangular waveguide and of the $T M_{01}$-mode in round wave-


Fig.6.73.-Instantaneous currents on conductor surface in $T E_{1 t-m o d e . ~ T h e ~ c o r r e s p o n d i n g ~}^{\text {m }}$ $E$ and $H$ fields are shown on the right.
guide, the most logical method of exciting the $T M_{01}$-mode directly from the rectangular waveguide should be determined. From Fig. $2 \cdot 19$ it can be seen that, in a plane across the narrow dimension of the rectangular: waveguide and parallel to the wide side, the magnetir field forms (llosed loops somewhat circular in shape, and the electric field is always perpendicular to the plane. Now if the magnetic field lines of the $T . M_{n 1-}$ mode in a circular cross section of the round waveguide are examined. it is found that they form closed circles. Moreover, at the instant shown
by the line $A$ in Fig. 6.72 when the radial component of the electric field is equal to zero, the electric field is axial. This analysis of the fields suggests that the $T M_{01}$-mode can best be excited by coupling from the wide dimension of the rectangular waveguide. The diameter of the round waveguide must be large enough to propagate the $T M_{01}$-mode but not large enough to propagate the next higher mode, the $T E_{21}$-mods, whose cutoff wavelength is $2 \pi a / 3.048$. To complete the transition, a shortcircuiting plug which fits the rectangular waveguide is adjusted to excite the maximum electric vector in the center of the round waveguide; a matching device may be placed either in the round waveguide or in the rectangular waveguide, or both, to reduce the reflections. Such a simple type of transition is possible for certain sizes of rectangular and round waveguides, but in designing such a transition, some technique for determining the purity of the $T M_{01}$-mode must be used.

Only one polarity of the $T E_{11}$-mode is excited by this type of transi-tion-the one in which the maximum electric vector lies along the diameter of the cylindrical waveguide that is parallel to the axis of the rectangular waveguide. This can be readily seen by a study of the geometry of the transition. The $T E_{10}$-mode in rectangular waveguide has an electric vector which is perpendiular to the axis of the rectangular guide and parallel to the narrow dimension. Its magnitude is maximum in the center and decreases sinusoidally to zero at the edges of the waveguide. Thus, there is symmetry about the center of the rectangular waveguide which precludes the excitation of the mode in the round pipe which is not symmetric about this center line. This property of the transition, to excite only one polarization of the $T E_{11}$-mode, makes it possible to use the technique outlined in the following paragraphs.
6.21. Determining Percentage of $T E_{11}$-mode in Cylindrical Waveguide. When r-f power is propagated simultaneously in the $T E_{11^{-}}$and $T M_{01}$-modes in a cylindrical waveguide, it is possible to determine the relative amount of power in the two modes by measurements of the electric field in the waveguide. Since a probe inserted into a waveguide will be excited by the electric field which is directed along its length, only the radial component of the electric vector in cylindrical waveguide need be considered. For the $T M_{0_{1}-}$ mode, the radial component of the electric field at the periphery of the pipe will vary according to the formula

$$
\begin{equation*}
E_{r}=E_{E} e^{j\left(\omega t-\frac{2 \pi x}{\lambda_{01}}\right)}, \tag{33}
\end{equation*}
$$

where $E_{E}=$ voltage amplitude of $T M_{01}$-wave, $x=$ distance along the axis, and $\lambda_{01}=$ the waveguide wavelength in the $T M_{01}$-mode. For the $T E_{11}$-mode,

$$
\begin{equation*}
E_{r}=E_{H} \sin \phi e^{j\left(\omega t-\frac{2 \pi x}{\lambda_{11}}\right)}, \tag{34}
\end{equation*}
$$

where $E_{H}=$ the amplitude of the $T E_{11}$-wave, and $\phi=$ angle of azimuth. If the two modes are propagated simultaneously and the waveguide is matched to each mode, then the radial component of the electric field becomes

$$
\begin{equation*}
E_{r}=E_{E} e^{j\left(\omega t-\frac{2 \pi x}{\lambda_{01}}\right)}+E_{H} \sin \phi e^{j\left(\omega t-\frac{2 \pi x}{\lambda_{11}}+\alpha\right)}, \tag{35}
\end{equation*}
$$

where $\alpha$ is the phase difference between the two modes at $x=0$ and $t=0$. If the two terms are divided by $e^{j\left(\omega t-\frac{2 \pi x}{\lambda_{01}}\right)}$ and only the amplitude of the electric field is considered,

$$
E_{r}=E_{E}+E_{H} \sin \phi e^{j\left(\frac{2 \pi x}{\Lambda^{\prime}}+a\right)},
$$

where $\frac{1}{\lambda^{\prime}}=\frac{1}{\lambda_{11}}-\frac{1}{\lambda_{01}}$. From this relation, it is seen that, at the point along the pipe where $e^{j\left(\frac{2 \pi x}{\lambda^{\prime}}+\alpha\right)}= \pm 1$, the values of maximum and minimum are obtained by rotating around the pipe;
and

$$
\left.\begin{array}{c}
E_{\max }=E_{E}+E_{H}  \tag{36}\\
E_{\min }=E_{E}-E_{H}
\end{array}\right\}
$$

If the ratio of maximum to minimum fields measured around the waveguide is defined as

$$
\begin{equation*}
r=\frac{E_{\max }}{E_{\min }}, \tag{37}
\end{equation*}
$$

Eqs. (36) may be combined to give

$$
\begin{equation*}
\frac{E_{H}}{E_{z}}=\frac{r-1}{r+1} . \tag{38}
\end{equation*}
$$

This maximum ratio will occur every $\lambda^{\prime} / 2$ along the axis of the waveguide, or $5 \frac{1}{2}$ to $7 \frac{1}{2} \mathrm{~cm}$, for tubing 1.152 in . ID over the band from 3.13 to 3.53 cm . These same values of maximum and minimum are obtained if $\sin \phi= \pm 1$, and the probe is moved along the axis of the waveguide; however, the technique of rotating the waveguide and inserting the probe into holes along the waveguide is preferable in order to avoid radiation in the $T E_{11}-$ mode and possible resonances caused by the slot. For round waveguide with inner diameters of 1.152 in . and 1.188 in . about 15 holes spaced $\frac{1}{2} \mathrm{in}$. apart are sufficient to obtain accurate results in the wavelength range of 3.13 to 3.53 cm . For a matched load in the waveguide, one may use a cone of finely grained wood 14 in . long with a 14 -in. shank machined to a slide fit in the tubing. The reflections introduced by the cone may be detected by changing the position of the cone in the guide, and by observing the resulting variation in the power
extracted by a fixed probe. For a waveguide .467 in . in diameter, 14 holes spaced $\frac{3}{16} \mathrm{in}$. apart were used satisfactorily over the range from 1.21 to 1.27 cm with a $6-\mathrm{in}$. wooden cone as a load.

To make use of the variation in power around the pipe in calculating the relative amount of power transmitted in the $T E_{11}$-mode, the ratio of the r-f power transmitted to the square of the voltage amplitude at the periphery of the waveguide for each of the modes should be known.' These formulas may be checked by calculating the total power from the component of Poynting's vector in the direction of propagation from the equations ${ }^{2}$

$$
\begin{align*}
& P_{x}=\frac{1}{2} \iint p_{x} d s \\
& P_{x}=\frac{1}{2} \int_{\phi=0}^{\phi=2_{\pi}} \int_{r=0}^{r=a} R\left(E_{r}^{\prime} H_{\phi}^{\prime}-E_{\phi}^{\prime} H_{r}^{\prime}\right) r d r d \phi \tag{39}
\end{align*}
$$

The field equations for the $T E_{11}$-mode were taken from the equations

$$
\begin{align*}
& E_{x}=0 \\
& E_{r}=j\left[A^{\prime} \omega \mu_{1}\left(\frac{a}{r_{n m}^{\prime}}\right) 2 \frac{n}{r} \sin n \phi J_{n}\left(r \frac{r_{n m}^{\prime}}{a}\right)\right] \omega^{(\mu(\omega t-\beta n m)} \\
& E_{\phi}=j\left\{A ^ { \prime } \omega \mu _ { 1 } ( \frac { a } { r _ { n m } ^ { \prime } } ) ^ { 2 } \operatorname { c o s } n \phi \left[\frac{n}{r} J_{n}\left(r \frac{r_{n m}^{\prime}}{a}\right)\right.\right. \\
& \left.\left.\quad-\left(\frac{r_{n m}^{\prime}}{a}\right) J_{n+1}\left(r \frac{r_{n m}^{\prime}}{a!}\right)\right]\right\} \omega^{j\left(\omega t-\beta_{n n+1}\right)} \tag{+0}
\end{align*}
$$

$H_{z}=\left[A^{\prime} \cos n \phi_{V} J_{n}\left(r \frac{r_{n m}^{\prime}}{a}\right)\right]^{j\left(\omega t-\beta_{n n, x}\right)} \quad\left\{\begin{array}{l}H_{n m} \text { waves in the } \\ \text { dielectric } \\ \text { (40) }\end{array}\right.$
$H_{r}=-j\left\{A^{\prime} \beta_{n m}\left(\frac{a}{r_{n m}^{\prime}}\right)^{2} \cos n \phi\left[\frac{n}{r} J_{n}\binom{r_{n m}^{\prime}}{a}\right.\right.$

$$
\begin{aligned}
& H_{\phi}=j\left[A^{\prime} \beta_{n, m}\left(\frac{a}{r_{n m}^{\prime}}\right)^{2} \frac{n}{r} \sin n \phi . J_{n}\left(r^{r_{m m}^{\prime}} a\right)\right], j\left(\omega t-\beta_{n, n \xi}\right) ;
\end{aligned}
$$

and those for the $T M_{n 1}$-mode were taken from the equations

$\left.H_{\phi}=j .4 \frac{\omega \epsilon_{1}}{r_{01}} a J_{1}\left(r \frac{r_{01}}{a}\right) \rho^{j\left(\omega t-\beta_{01 x}\right)}\right)$.
${ }^{1}$ F. E. Ehlers, "E0 Rotary Joints for the 3-Centimeter Band," RIL Report No. 853, Dec. 4, 1945.
"Sarbacher and Edson, Hyper and l"ltrahigh Frequenty Enginering, Wiley, New


Dividing the axial component of Poynting's vector by the square of the amplitude of the radial component of the electric vector at the surface of the waveguide, we obtain for the $T E_{11}$-mode,

$$
\begin{equation*}
\frac{P_{H}}{E_{H}^{2}}=\frac{a^{2}}{200} \frac{\lambda}{\lambda_{11}}, \tag{42}
\end{equation*}
$$

where $\lambda_{I 1}$ is the guide wavelength in this mode and $a$ is the radius of the waveguide. For the $T M_{01}$-mode

$$
\begin{equation*}
\frac{P_{E}}{L_{E}^{2}}=\frac{a^{2}}{2+0} \frac{\lambda_{01}}{\lambda} \tag{43}
\end{equation*}
$$

After combining Fqs. (42) and (43),

$$
\begin{gather*}
\frac{P_{H}}{P_{E}}=1.20 \frac{\lambda^{2}}{\lambda_{11} \lambda_{01}} \frac{E_{F}^{2}}{E_{F}^{2}}  \tag{44}\\
\frac{P_{H}}{P_{E}}=1.20 \frac{\lambda^{2}}{\lambda_{11} \lambda_{01}} \frac{(r-1)^{2}}{(r+1)^{2}}, \tag{45}
\end{gather*}
$$

where $r$ is the ratio of maximum to minimum voltage at that point along the axis of the waveguide where the rotational asymmetry is greatest. The coefficient of $(r-1)^{2} /(r+1)^{2}$ is plotted against $\lambda / a$ in Fig. 6.74.


Fra. 6.74.- Factor in Ed. (45) potted against $\lambda / a$.
For some applications, the requirements for the purity of the $7, M_{01}-$ mode in the round waveguide may not be very severe. In applications for rotary joints, however, there must be less than 0.5 per cent of the power in the $T E_{11}$-mode. In the design of the transitions developed at the Radiation Laboratory, attempts were made to secure this degree of mode purity, and various terhniques were tried to reflect from the round waveguide, or otherwise suppress, the energy in the $T E_{11}-$ mode. How-
ever, before discussing these techniques, two transitions from rectangular waveguide to round waveguide in the $T M_{01}$-mode will be described in which no devices are needed to obtain the desired mode purity.

A simple transition in which the round waveguide is attached to the wide side of the rectangular waveguide, at right angles to $i t$, has been described earlier in this chapter. Such a transition has been designed, for use at a wavelength of 1.25 cm , in which rectangular guide $\frac{1}{2}$ by $\frac{1}{4}$ in. with 0.040 -in. wall and round waveguide with an inside diameter of 0.4675 in. are used. A rectangular plug is inserted into the rectangular waveguide as shown in Fig. 6.75. In this particular transition, the dimensions of the rectangular guide are such that it is possible to select round guide of a diameter which achieves, simultaneously, a nearly perfect match and a mode purity satisfactory for use in rotary joints. This optimum diame-


FIg. 6.75.-TM $M_{01-m o d e ~ t r a n s i t i o n ~ f o r ~}^{\text {m }}$ $1.25-\mathrm{cm}$ wavelength. ter for the round guide was determined experimentally. For each of several diameters tried, the short-circuiting plug was adjusted so that the minimum voltage standing-wave ratio was obtained at 1.25 cm , the center wavelength of the band. Figure 6.76 shows a plot of this minimum voltage standing-wave ratio as a function of the diameter of the round waveguide. The match of the finished transition as a function of wavelength is shown in Fig. 6.77. The bandwidth of


Fig. 6.76.-Voltage standing-wave ratio of transition from $\frac{1}{2}$ - by $\frac{1}{4}$-in. rectangular waveguide to $E_{1}$-mode.
the transition for a maximum voltage standing-wave ratio of 1.05 is about 4 per cent.

Because of the urgency with which this type of transition was developed, no systematic data were taken by which the ratios between the dimensions of the waveguides and the wavelength could be determined
for any wavelength band. It is posible, howerer, to scale the dimensions of this particular tramsition according to the ratio of the desired wavelength to 1.25 cm and thus to obtain comparable results.

In the design of a transition from $1 \frac{1}{4}-$ by $\frac{5}{8}-\mathrm{in}$. Waveguide with $0.064-\mathrm{in}$. wall to a round waveguide of 1.188 -in. inner diameter, it was found that better mode purity could be obtained by use of a round


Fri. Bra.- Voltage standing-wave matio of rightalugle transition to $T M_{01}-$ mode, $\frac{1}{2}-\mathrm{in}$. by i -in, rectangular waveguide. short-circuiting plug having the same diameter as the wide dimensions of the rectangular waveguide. Because first consideration was given to the purity of the mode excited in the round wareguide, the location of the plunger was determined as that which gave minimum asymmetry at 3.20 cm . The purity of the $T M_{01}{ }^{-}$ mode in the resulting transition is shown in Fig. 5.78.

Since the transition was so simple in construction, it was decided to round the corners, as shown in Fig. 6.79, so that the transition would be able to transmit very high power. The position of the plug with the rounded corners was redetermined, and a tapered section from rectangular waveguide 1 by $\frac{1}{2}$ in. with $0.050-\mathrm{in}$. wall was added. An inductive window was placed in this taper to match the transition at 3.20 cm , since the voltage standing-wave ratio without the window was 1.4. With this window, the transition had a voltage standing-


Fig. 6.78.-Purity of $T . M_{01}$-mode for electroformed or die-rast ligh-power rotary joint.
wave ratio of 1.10 or less from $\lambda=3.162 \mathrm{~cm}$ to $\lambda=3.250 \mathrm{~cm}$ (see Fig. (6.80). The only means of manufacturing this transition is by the process of electroforming over a cerrobase form. The cerrobase is then melted out and the transition cleaned.

Since this technique has not been satisfactory for large-scale manu-
facture, the transition was redesigned for the process of die-casting. In the die-casting technique, a core must be drawn out of the rectangular waveguide and also out of the round-waveguide end of the casting; therefore the taper was eliminated. Also, a different technique for matching the transition was used: a matching iris was placed in the round waveguide as well as an inductive window in the rectangular waveguide in order to obtain a broader band. To demonstrate the advantage of two matching devices, the admittance plots of the transition will be examined first without any inductive matching devices. Figure 6.81 gives a plot on the Smith chart of the transition with the admittance referred to an arbitrary position in the rectangular waveguide chosen so that, if an inductive window of the correct aperture were placed there, the best broadband match would be obtained. With


Fig. 6.79.-High-power $\boldsymbol{E}_{0}$-transition with matching windows. such a window, the bandwidth between maximum standing-wave ratios of 1.10 is 3.16 to 3.25 cm or about 4 per cent. Now let us insert an iris into the round waveguide and adjust the aperture and position so that the smallest spread of admittances is obtained. The dotted lines in Fig. 6.81 show the path through which the iris moves the admittance at each particular wavelength. Since the iris adds capacitive susceptance, the admittance of the transition without


Fiti. 6.80.--Performance curve for transition of Fig. 6.79. the iris and the admittance point with the iris may be rotated together to the place on the chart at which these two points lie along some line of constant conductance. In this way the dotted lines in Fig. 6.81 can be traced. Since the susceptance of a capacitive iris is inversely proportional to the guide wavelength in the round waveguide, corrections can be made in the first data in order to determine the size of aperture of the new iris and its position in obtaining the desired admittance pattern. In this way was obtained the admittance plot in Fig. 6.81, which, with an inductive window in the rectangular waveguide matched the transition to a maximum standing-wave ratio of 1.04 in voltage from $3.13-\mathrm{cm}$ to $3.26-\mathrm{cm}$ wavelength.

This technique of matching may be used on other types of transition, such as rectangular to round in the $T E_{11}$-mode. Separating the matching devices between the output and the input lines makes it much easier io attain a broadband device.


Fig. 6.81.-High-power die-cast $T M_{11}$-transition. $A=$ admittance withnut iris $B=$ admittance with too small an iris; $C=$ best admittance for broad band; $D=$ completed transition with inductive window in rectangular waveguide.
6.22. $T E_{11}$-mode Filters.-In the two transitions discussed in the foregoing paragraphs, the dimensions of the respective waveguides were such that, at the chosen wavelength bands, the mode purity was satisfactory. In some transitions these dimensions, together with wavelength, may not be so fortunate. Consequently, some means of suppressing the $T E_{11}$-mode must be employed. This was first done by means of an extension of the round waveguide below the rectangular waveguide, terminated by a short circuit. This is shown in Fig. 6.82. If this extension stub is a quarter wavelength in the $T E_{11}$-mode measured from the short circuit to the center of the rectangular waveguide, a nearly pure $T M_{01}$-mode is propagated in the round waveguide. Unfortnnately, this stub is also nearly a quarter wavelength in the $T M_{01}$-mode,


Fig. 6.82.-Details of Preston T.Motransition; (a) :uh transition for 3.17 to 3.23 cm ; (b) stub transition for 3.27 to 3.33 cm .
and thus causes a large mismateh which must be cancelled. A better result is obtained if this stub is made three-guarters guide wavelength in the $T E_{11}$-mode. Then the diameter of the stub can be chosen experimentally so that when the length of the short-circuited stub becomes three-quarters wareguide wavelength in the $T E_{11}$-mode, it is a half-waveguide wavelength in the $T M_{n 2}$-mode. In this way, the voltage standingwave ratio of the transition can be made small enough (about 1.5 ) to be matched easily by an inductive window. Such a transition was designed from $1-$ by $\frac{1}{2}$-in. Waveguide with $0.050-\mathrm{in}$. wall to round waveguide 1.188 in . ID at a wavelength of 3.20 cm . The dimensions of this transition are shown in Fig. 6882. The voltage standing-wave ratio is below 1.1 fur a 2 per cent band centered at 3.20 cm , and the ratio of $T E$-mode to $T M$-mode is about 0.5 per cent over this band.

 cm with eouxial stuh TE:moxle suppressinr.

Another way of suppressing the $T E_{12}$-mode is by means of a coasial
stub on the axis of the round waveguide placed below the rectangular waveguide as in Fig. 6.83. This has one advantage over the round waveguide stub: it has little effect on the $T M_{01}$-mode, since the maximum

(a)

(b)

Fia. 6.84.-Susceptance of a ring mounted in a waveguide: (a) as a function of mean circumference; ( $b$ ) as a function of cross-section dimensions.
electric field for this mode occurs at the center conductor of the coaxial stub and is not coupled into it. Therefore, the stub can be made a quarter wavelength long in the $T E_{11}$-coaxial waveguide mode, and it
will present a very high impedance to the round waveguide $T E_{11}$-mode. This device is not so effective a suppressor as the compound $T E-T M$-stub) discussed in the earlier part of this section, and the introduction of the poly-supported resonant ring is necessary to obtain sufficient purity of the $T M_{01}$-mode. This particular transition has a standing-wave ratio of 1.10 or less over the band from 10.61 to 10.81 cm .

Possibly the most effective filter for the $T E_{11}$-mode is the resonant ring. If a circular metal ring of the correct diameter is placed in a round waveguide propagating a plane wave such as the $T E_{11}$-mode, nearly all the energy will be either absorbed or reflected away from this ring. The $T M_{01}$-mode, however, will be little affected, since the electric field is nearly always perpendicular to the edges of the ring. Thus, if this ring is inserted in the round waveguide in which the amount of $T E_{11}$-mode is larger than desired, a large proportion of this energy will be filtered out of the round waveguide. The resonant ring is a satisfactory mode filter if about 90 to 95 per cent of the energy is in the $T M_{01}$-mode.

If this ring is aligned axially and centered in the round waveguide, it acts like a resonant circuit parallel to the impedance of the


IIg. 685.-Amplitude transmission coefficient vs. ring circumference in wavelengths. The wavelength was 9.1 cm , the waveguide had an ID of $2 \frac{1}{2} \mathrm{in}$. The diameters of wire used for the rings are indicated on the curves.
line. As the periphery of the ring is increased from a very small diameter, it first has increasing capacitive susceptance. Then, as the periphery is increased beyond the resonant point, the ring becomes inductive. Figure 6.84 shows the effect of the diameter of the ring whose metal cross section is 0.040 in . square. These data were taken in waveguide $\frac{15}{16} \mathrm{in}$. ID at a wavelength of 3.20 cm . A complete study of the effect of resonant rings in round waveguide was made at the Telecommunications Research Establishment in Great Britain. At $9.1-\mathrm{cm}$ warelength, British physicists found that the resonant outer periphery was slightly greater than a free-space wavelength and increased as the thickness of the ring material was increased. To a first approximation, the resonant inner periphery is independent of ring thickness. Figure 6.85 shows a chart of the amplitude of the transmission coefficient vs. the periphery of the resonant ring for different diameters of the wire, taken in waveguide $2 \frac{1}{2} \mathrm{in}$. ID. The effect of the waveguide diameter is of a second order, for a ring with a periphery of $1.15 \lambda$ will resonate in wareguide $2 \frac{1}{2} \mathrm{in}$. ID
at 9.1 cm , while it requires a ring with a periphery of $1.18 \lambda$ for waveguide $3 \frac{3}{8} \mathrm{in}$. diameter.

Another significant effect of increasing the thickness of the ring material is that the frequency sensitivity is decreased. This can be seen from Fig. 685 by the fact that the slope of the curves giving the amplitude of the transmission coefficient decreases for increasing ring thickness. Telecommunications Research Establishment found that at 9.1 cm the frequency sensitivity is $2 \frac{1}{2}$ times less for a wire of 0.116 in . diameter than it is for a wire of 0.012 in. diameter.

One of the first applications of the resonant ring was to increase the bandwidth of the transition which used a round waveguide stub to filter


FIG. 6.86.-Stub filter with resonant ring. the $T E_{11}$-mode. A resonant ring was placed in the stub as in Fig. 6.86, so that the length of the stub appeared to be a quarter wavelength in the $T E_{11}-$ mode. The total length of this stub from the center of the rectangular waveguide to the short-circuiting plug was made a half guide wavelength in the $T M_{01}$-mode. Since the distance to the ring was shortened from three-quarters of a wavelength to a quarter wavelength and the resonant ring is a broadband device, some improvement in bandwidth was obtained over the compound $T E-T M$-stub. This type of transition was not used because of the mechanical difficulty of supporting the resonant ring by a polystyrene or mica disk, and because the compound $T E-T M$-stub had sufficient bandwidth to satisfy the requirements at that time.

In subsequent designs of $T M_{01}$-transitions, a better means of supporting this resonant ring was devised. If the electric field of the $T E_{12}$-mode in Fig. 6.73 is examined, it will be found that a metal sheet can be placed along a diameter across the wavegude so that it is perpendicular to the electric field and, therefore, will canse no disturbance of this field. Similarly, if metal struts which lie along this diametor to support the resonant ring are used, the effectiveness of the resonant ring for this polarization is unimpaired. However, if the struts are alignet in the direction of the electrie rector, the ring is only 50 per cent effective. From the discussion in the beginning of this chapter it is seen that only one polarization of the $T E_{11}$-mode can be excited in the right-angle transition; that is, the one in which the polarization is along the axis of the rectangular wavequide. Therefore, if the struts are oriented
perpendicular to the axis of the rectangular waveguide, the resonant ring will filter out the $T E_{11}$-mode.

With the use of the strut-supported ring, a $T M_{01}$-mode transition was designed to cover the band from $3.13-$ to $3.53-\mathrm{cm}$ wavelengths. In order to obtain a transition from 1 - by $\frac{1}{2}-\mathrm{in}$. waveguide with $0.50-\mathrm{in}$. wall which would be easy to manufacture and which would have no stub extending below the ectangular waveguide, the construction shown in the drawing in Fig. 6.87 was tried. The 0.980 in. diameter of the hole concentric with the round waveguide was experimentally found


Hig. 6.87. - Filter-ring transitions. The basic construction is similar to that of the upper view of Fig. 6.93.
to give the smallest amount of $T E_{11}$-mode and the best possible match at $3.20-\mathrm{cm}$ wavelength with round waveguide 1.188 in . ID. The diameter of 0.980 in . matched the transition to about 1.1 and from 5 to 7 per cent of the energy was propagated in the $T E_{11}-$ mode. With the addition of a strut-supported resonant ring, the amount of $T E_{11}$-mode was reduced to 1 per cent or less from 3.1 to 3.5 cm . With the ring located about $\frac{19}{16} \mathrm{in}$. from the bottom, the transition was matched by a symmetric inductive window to 1.1 or less over this band. However, as the amount of $T E_{12}$-mode exceeded the allowable half per cent for the high-warelength end of this band, the size of the waveguide was changed to see if better mode purity could be obtained. With the waveguide of 1.152 in . ID) ( $\frac{1}{4}-\mathrm{in}$. tuhing with $0.049-\mathrm{in}$. wall), it was found that the transition could be matched over the band from 3.13 to 3.53 cm with a
voltage standing-wave ratio of 1.1 or less, with an inductive window; the amount of power to the $T E_{11}$-mode was less than one-half per cent over this band (see Figs. $6.87,6.88$, and 6.89 ). The position of the resonant ring was chosen principally to obtain an $r$-f admittance which could be matched over a broad band by an inductive window in the rectangular waveguide. Its effect on the purity of the $T M_{01}$-mode is practically independent of the distance from the bottom of the rectangular waveguide. However, for positions nearer the bottom than $\frac{3}{4}$ in., its effective-


Fig. 6.88.- Purity of $E_{v-m o d e ~ f o r ~ f i l t e r-r i n g ~ t r a n s i t i o n ~(F i g . ~ 6.87 a) . ~ T h e ~ o r d i n a t e ~ o f ~(a) ~}^{\text {a }}$ is $P_{H /} / P_{E}$ as given by Eq. (45), and is derived from the data plotted in (b).
ness diminishes. Section $7 \cdot 3$ contains a discussion of the application of these transitions in rotary joints and an explanation of the effect of the strut-supported ring on the $T E_{11}$-mode resonances.

Although a standing-wave ratio in voltage of 1.1 or less is satisfactory for most uses, a better match can be obtained by using a capacitive iris in the round guide as well as an inductive window in the rectangular waveguide (Fig. 6.87d); this is the same method used in the transition from $3 \frac{1}{4}-$ by $\frac{5}{7}-\mathrm{in}$. waveguide which was discussed in a previous part of this chapter. The graph in Fig. 6.90 shows the standing-ware voltage ratio as a function of wavelength for the initial model.

Because of the wide use of these transitions, and beenuse of the different processes by which they were constructed, two more ways of matehing were employed: a quarter-wavelength transformer, and a capacitire
button. The quarter-wave transformer, which is shown in Fig. 6.87b, was used to obtain a match at 3.20 cm . Because it has a simple geometry, the transformer is especially adapted to the process of electroforming. The voltage standing-wave ratio of the transition with this transformer is 1.04 or less, from 3.15 to 3.25 cm (Fig. 6.91).

Button matching is especially suitable to the process of die-casting. In this process, a die must be drawn from a rectangular waveguide and another from the round-waveguide section of the transition casting. By putting a capacity button 0.080 in . high and $\frac{1}{4} \mathrm{in}$. in diameter at the


Fif. 689.--VSWIR vs. $\lambda$ for the transition of Fig. 6.87a.


Fig. 6.90.-VSWil vs. $\lambda$ for the transition of Fig. 6.87d.
bottom of the transition along the axis of the rectangular waveguide, but off the axis of the round guide toward the back of the transition, the transition can be matched without the additional machining necessary to put in a quarter-wave transformer or an inductive window. Each transition will be matched to 1.03 VSWR or less from 3.13 to 3.29 cm with a maximum of 1.06 at 3.33 cm as in Fig. 6.92 .

The following procedure was used to determine the position of the button. The position of the minimum in the standing-wave ratio of the transition without the button was used as a reference point. A small button, not quite large enough to remove the mismatch caused by the transition, was placed in the transition where it reduced the voltage standing-wave ratio. The admittance was plotted with respect to the position of the voltage minimum without the button. Having
assumed that the button would add shunt capacitance, the two admittances were rotated on the Smith chart until they lay along some constant conductance circle. Successive adjustments of the position were made until the button moved the admittance along the conductance circle of 1 . Then, that height of the button which would bring it into the center of the chart was determined experimentally. Locating the proper position only by rotating the admittance of the transition toward the load is subject to considerable error since the guide wavelength in the transition section is not known.


Fif. 6-91.-VSWR vs. $\lambda$ for the transition of Fig. 6.87b.


Fig. 6.92.-VSWR vs. $\lambda$ for the transition of lig. 6.87c.

The optimum bandwidth is attained when the button is 0.088 in . from the center line of the round guide. To improve the match for the higher wavelengths, the button must be nearer the load; if the button is moved farther back, its effect diminishes, and it becomes critical with respect to position. Consequently, there is no satisfactory position to match for the wavelengths above 3.3 cm .

The most critical part in this type of transition is the resonant $H$-ring. Tilting an $H$-ring with the supporting struts as axes tends to affect its resonant frequency. One transition was tested in which the ring was tilted 0.018 in . (the difference between the height of one end and the height of the other end of the ring). Then the ring was adjusted to an $0.010-\mathrm{in}$. tilt. The following table gives a comparison of the results.

| Table $6 \cdot 5 .-$ Results of Tilt of |  |  |
| :---: | :---: | :---: |
|  | VSWR | VSWR |
|  | 0.018 in. | 0.010 in. |
| 3.16 | 1.16 | 1.09 |
| 3.20 | 1.07 | 1.05 |
| 3.23 | 1.06 | 1.00 |
| 3.30 | 1.13 | 1.09 |

Assuming that a change of 0.008 in. in tilt from the level position has the same effect as a change from 0.010 in. to 0.018 in., we find that a
tolerance of $\pm 0.002 \mathrm{in}$. is allowed for a change of 0.01 in voltage standingwave ratio. Variation in the height of the $H$-ring is less critical; $\pm 0.005$ in. will cause a change in voltage standing-wave ratio of 0.01 .

Another means of eliminating this objectionable $T E_{11}$-mode is to use a metal fin as shown in Fig. 6.93. It has been shown that only one polarization of the $T E_{11}$-mode can be excited in the round waveguide


Fia. 6.93.-Fin TE $E_{11-\text { mode filter. }}$
by a right-angle transition from rectangular to round waveguide; therefore, if there is inserted across the diameter of the waveguide a metal fin aligned along the axis of the rectangular waveguide, this polarization is short-circuited. One requirement of the fin is that it must be very well centered. The type of mode propagated in this half round-waveguide section is essentially the $T E_{11}$-mode, with one half $180^{\circ}$ out of phase with the other half, so that a symmetric mode is set up at the transmitting end of the fin. If, however, the fin is not centered, then the waveguide wavelength in one half is different from that in the other half, and a shift in phase between these two halves results in some
$T E_{11}$-mode being excited by the fin (see Fig. 6.94a). This fin also mus be long enough so that the higher mode in Fig. $6.94 b$ is sufficiently attenuated.

The mismatch of the fin to the $T M_{01}$-mode, with the edge rounded, is very highly inductive, so that the fin is nearly matched if it is about a half guide wavelength long. Figure 6.95 shows a plot of various fin sizes and the resulting match to the $T M_{01}$-mode as a function of wave-

(a)

(b)

Fig. 6.94, --Propagated (a) and attenuated $(b)$ modes in fin section. length. The straight fin will stand no more power than the resonant ring. Corona forms along the edge of the fin; and, although rounding the edges has a salutary effect on the breakdown, it does not eliminate this corona entirely.

Another means of reflecting the $T E_{11}$-mode is to couple out this mode into shunt arms of rectangular waveguide in the same manner as the right-angle transitions described in Sec. $6 \cdot 17$. However, instead of using the full rectangular opening into the round waveguide, a narrow resonant slot may be used to couple into the waveguide. Four such waveguides may be spaced $90^{\circ}$ around the $T M_{01}$-waveguide so that all polarizations are coupled into the rectangular waveguides. If the short-circuiting plungers in each arm are adjusted so that an effective short circuit is placed at the center of the waveguide, all the energy is reflected back and the device is a resonant mode filter. This type of filter is a selective device, for it will have little effect on the $T M_{01}$-mode transmitted in the round waveguide. The currents in the $T M_{01}$-mode are always in the direction of propagation; they are, therefore, parallel to the slots which will not, consequently, cut across any currents in this mode.

Some experiments have been done on this type of mode filter but no appreciable band was attained. Figure 6.96 shows the plot of the transmission of $T E_{11}$-mode past a single arm of $1 \frac{1}{4}-$ by $\frac{5}{8}-\mathrm{in}$. waveguide on round waveguide 1.152 in . ID. It was thought that by spacing the opposite arms a quarter wavelength away as in Fig. 6.97 the bandwidth could be increased; but there was some interaction between the two sets of arms. At certain wavelengths, more energy was propagated in the $T E_{11}$-mode with this type of filter than without it. One fundamental fault of this design was that the symmetry of the round-waveguide section was not preserved.


Fic. $8045,-$ Mat he of fin to $T M_{01}-m o d e$ in round waveguide.

 stub tipe (see I'ig. $6: 97$ ).
The purpose of using resomant slots to couple into the waseguide was to ensure the $T E_{11}$-mode filter's introducing as little disturbance as possible to the incident $T M_{0 r}$ mode. Since, however, there is very little coupling of the TM-mode into a shont waveguide arm with a full opening, it is possible that a more satisfactory filter may be made, using four short-circuited arms $90^{\circ}$ apart around the wascguide ats in Fig.
6.98a. Since this is symmetric it will not excite any $T E_{11}$-mode. Some of the $T M_{01}$ energy will be reflected


Fig. 6.97.-Mode filter with two sets of stubs spaced $\lambda_{g} / 4$ apart in round waveguide. Stubs to reflect $T E_{11}$ mode. back as well as the $T E_{11}$-mode, to be sure, but if this reflection is not too large, it may be matched out by inductive diaphragms or it may be spaced to cancel the reflection from the transition. One is limited somewhat in spacing the filter in the round waveguide since that section between the filter and the transition itself may become resonant in the $T E_{11}$-mode at certain frequencies. One might also extend this further and use a long section of waveguide, the cross section of which is shown in Fig. 6.98, which might be designed so that it will not propagate the $T E_{11}$-mode.
Another device which may be used to excite the $T M I_{01}$-mode is shown in Fig. 6.99. This should transform nearly all the energy into the $T M_{01}$-mode withont the necessity of any mode filters. The wave propagated in the two arms of the rectangular waveguide $T$ from the input shunt arm have the same phase relation. Since the two path lengths from the $T$, around the rectangular bands to the center of the round waveguide, are equal, this waveguide will be excited by a symmetric field which theoretically should prevent any of the $T E_{11}-\operatorname{mode}$ from being propagated.
6.23. Straight-on $T M_{01}$-mode Transi-tions.- In Sec. 6.20, the easiest way of exciting the $T M_{01}$-mode was discussed, and it was decided that this could best be done by coupling the round waveguide at right angles to the wide side of the rectangular waveguide. It is often desirable, however, to have the two wareguides on the same axis. Some means must be used to excite the waveguide with a symmetrical field.

 TE 1 -morde. This may be done by a tapered fin. This fin, when aligued with the maxi-
mum electric vector in the $T E_{11}$-mode in the round waveguide, will divide the wareguide mode into two half-round $T E_{11}$-modes of equal power. In Fig. 6.100 there are sketches of the electric field in various cross sections of this tapered section showing how the fied is gradually divided into two sections with one side $180^{\circ}$ out of phase with the field in the other half. If the round waveguide is tapered to a larger size to transmit the $T M_{n 1-}$ mode, then a terminating antemat may be used to match the waveguide to the $T M_{01}$-mode. This device, if the fin is centered carefully, will excite very lit tle energy in the $T M_{11}$-mode since the symmetry is not dependent in any way on frequenc:


Rectangular waveguide
 eiting roumd wareguide in a smanmontal matomer The impur waveguide, the the bottom, branches by meand of an $/$ plane T .

The length of the taper for this tramition wate detemined to obtain the best mateh for 3.2 cm , which for round warguite $\frac{15}{16} \mathrm{in}$. IT) is 1.125

 roumbed edges in orter to cont down the posibility of romona and roltage
breakdown. On the basis of the theory of tapered transmission lines, it would be expected that if this taper were made very long it would be very well matched over a broad band. Lengthening this type of taper, however, makes the mismatch worse. A study of the cutoff wavelength


Fig. 6.101.-Cutoff wavelength for round waveguide with fin, $T E_{11}$-mode.
as a function of the dimension of the fin in Fig. 1. 101 indicates that the cutoff wavelength may become infinite as the height of the fin approaches the diameter of the waveguide. This, of course, would introduce a large discontinuity in the impedance at this point. The design of this transition has not been finished. If a capacitive iris in the romend


Fig. 6.102.-Ficlds in waveguides divided by a diametral plane. waveguide, together with an indurtive iris in the rectangular waveguide, is used to match this transition, a good mateh may be ohtaned over a fairly broad band.

Another technicque of obtaining a staighton T. $M_{01}$ transition is shown in Fig. (i.l02. In this transition a fin is placed across : diametor in the round wareguide so that it is perpendicular to the electric fied. In this way, the incident power is divided in half with wery little mismatch. Now, if a phase shift of $180^{\circ}$ is introduced into one hatl of this waseguide section, then a symmetrical fiedel may be formed exactly like the right-hand sketeh in Fig. 6. 100 . This phate shift may be accomplished by a section of dielectric or a metal half-romme rod as in Fig. 6.103. The half-round rod has some advantages sinee this section of waveguide will propagate only the $T E_{1}$-coaxial mote; and then its cutoff wavelength can be calculated. As in the previous dexign, the


Fic. 6.103.-Two possible means of obtaining a phase shift and appopriate matehing sections.
round waveguide should be tapered to one of larger size which propagates the $T M_{0 t}$-mode; the same terminating antenna may be used. The addition in the round waveguide of some filter, such as a resonant ring, will increase the bandwidth.

A shorter straight-on transition is possible if a stub is used to introduce the phase shift. In this transition, the dividing fir is placed in the rectangular waveguide and a series stub is placed on one side as shown in Fig. $6 \cdot 104$. This fin is also extended into the round waseguide, and no gradual taper from the rectangular section to the round is needel. The same antenna is used to terminate this fin. With the introduction of a resonant ring, wheh a derice appears to be capable of being matehed over a broad band.
6.24. High-power Capacity.--In the exurse of designing these transitions, sume tests were made on their power capacity. For mont of these test., the round wavequide was matehed to space by means of a fiared hom. This made it possible to observe where breakdown actually


Fic, G.10t.--straishtaon Thontransitimn with stub phase shifter.
occurred in the transition. Since only 100 to 200 kw peak power was available for test, the transition with its matched horn was placed inside a bell jar of a vacuum system. Then the air was drawn out until arcing occurred. The following chart of power breakdown for atmospheric pressure was calculated, assuming that the peak-power breakdown varies directly as the $\frac{4}{3}$ power of the pressure and is inversely proportional to the square root of the pulse width up to $2 \mu \mathrm{sec}$. If the repetition rate is increased by a factor of 4 , the peak power necessary for breakdown is decreased by 30 per cent.

There are many factors that determine the power capacity of a transition, such as the width of air gaps in the transition and the presence of sharp corners and of dust or fine metal filings. Cleanliness seems to be an especially important factor in ensuring the best power capacity of a particular design. When each transition was tested at first, frequent "splitting" or "sputtering" occurred from the sharp corners, but as the transition was continued under high power, this spitting gradually ceased. Greater consistency is obtained if the sharp corners are eliminated by rubbing with steel wool and the transition is blown clean by an air blast.
6.25. Summary.--In the previous paragraphs we have discussed in detail the transitions that were developed, or were attempted, at the Radiation Laboratory. In designing these transitions, with the possible exception of the round waveguide in the transition for 1.25 cm , the inguiry was consistently limited to standard tubings. This was especially true in the case of the rectangular waveguide which was standardized by the Army and Navy. Therefore, if a simple transition, containing no filters for the TE-mode, excited nearly pure mode, this was a happy coincidence; and if the combination of waveguides and wavelength were not right, various $T E$-mode filters had to be tried to obtain the satisfactory $T M_{01}$-mode purity. It is possible that the purity of the mode in the round waveguide in such a simple transition results from the optimum adjustment of four dimensions: the height and the width of the rectangular wareguide, the diameter of the round wareguide, and the position of the short-circuiting plunger. There were not many parameters with which to work, but it is possible that broader bands could have been obtained if a greater investigation of these parameters had been made. For instance, one might investigate the effect that the height of the rectangular waveguide would have upon the mode purity in a waveguide of a given diameter when the plunger is adjusted for minimum excitation of the $T E_{11}$-mode. Also, the effect of the wide dimension of the rectangular wareguide might be investigated. If these invertigations were made over the entire frequency range where the $T . M_{01}-$ mos! will operate without higher modes, they would give adequate data to
enable an engineer to design a simple transition which could be manufactured for any desirable hand from standard tubings. Of course one could scale the transitions described in this text by the ratio of the wavelengths for the known transition to the wavelength of the new band and obtain a set of dimensions which would be as good for the new band; but in a great majority of the cases, these dimensions would be very odd indeed, and would not correspond to any standard tubings available. Consequently, a fundamental series of investigations, such as those proposed here, would be desirable if further designs of the $T M_{01}$-transitions were contemplated.


| Transition | Fig. No. | Wavelength, ('m | Break- down, kilo- watts, at $1 \mu$ sec. 1000 cps | Rating, <br> kri, for factor of safoty of 2 | Weakest point |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Compound $T E^{\prime}-T . M$ stuls. | 6.82 | 3.2 | 250 | 125 | Across rectangular waveguide edges at opening into round waveguide |
| Strut-supported resonantring filter. | 6.87 | 3.2 | 900* | 450 | Junction of rectangular and round to bottom of rectangular corner of ring |
| Fin filter (breakdown at fin). | 6.93 | 3.2 | 550 | 276 | Along edges of fin |
| High-power transition, rounded comers. | 6.79 | 3.2 |  | 1250 | No arcing at 200 kw peak power to 10 cm pressure |
| Straighton tapered fin.. | 6.100 | 3.2 | 440 | 220 | From top of taper to top of round waveguide near point where fin is nearly across waveguide |
| 'fransition with rectangular plug in bottom. | 6.75 | 1.25 | 70 | 35 | Junction of rectangular and round to bottom of rectangular |

* Sharp edges taken off with steel wool, and transition thoroughy cleaned by air blast.


## CHAPTER 7

## MOTIONAL JOINTS

By F. I. Niemann, F. E. Ehlers, and F. T. Worrell

In michoware system installations it is usually necessary to provide for relative motion between components at one or more points in the $r$-f transmission line. The shock-mounting of the different components and the searching or scanning motions pertormed by radar antennas, for example, require motional joints in the coaxial line or waveguide which have a variety of degrees of freedom. It is the purpose of this chapter to discuss the electrical design of the various devices that fulfill these requirements. The mechanical aspects are treated in other books of this series, e.g., "Radar Scanner Enginering," and will be mentioned here only in so far as they affect, or are affected by, the electrical characteristics.

There are two general electrical considerations that apply to all motional joints. First, they must provide a good impedance match (a voltage standing-wave ratio of about 1.2 or less) for all required displacements. This involves the problem of mode purity, in certain cases, since the presence of undesired field configurations can give rise to resonances which appear as large reflections in the transmission line. As is mentioned in Chap. 6, this requirement of impedance match is imposed by the sensitivity of most microwave oscillators to their load impedances and by the effect that large standing waves may, have on the operation or power-handling capacity of other transmission-line components. The power lost through reflection at a mismatched component is usually so small as to be a secondary consideration. Second, special precautions are frequently necessary to minimize the r-f leakage from these components in order to prevent interference with receiving equipment or, when systems have very high power, to prevent damage from sparking to the moving mechanical parts of the unit such as the bearings.

A mechanical consideration that affects most of the designs for motional joints is that of pressurization, discussed to some extent in Chap. 3. It is sometimes desirable to operate a microwave transmission line under considerable pressure or to maintain sea-level pressures at high altitudes to reduce the likelihood of breakdown at high powers. In systems designed for ship installation or for operation in the tropics or other regions having high humidity, the transmission line is kept dry by the introduction of dry air at a pressure slightly greater
than atmospheric. Therefore, it has become standard practice to provide for pressurization in the design of nearly all microwave transmission-line components. In terms of the type of motion for which they are designed, motional joints may be classified as (1) rotary joints, and (2) other types of motional joints. Each category includes designs for both waveguide and coaxial line.

Rotary Joints.-Rotary joints provide for continuous rotation in either direction about one axis. This requires field configurations with symmetry about the axis of rotation. In practice either the $T E M$-mode (dominant coaxial mode) or the $T M_{01}$-mode in round waveguide is used. A round-waveguide rotary joint using a circularly polarized $T E_{11}$-mode has been developed experimentally. In systems where the coaxial mode is used throughout, the electrical problem is relatively simple. More frequently, however, the transmission line consists of rectangular waveguide carrying the $T E_{10}$-mode, so that transitions to a symmetrical mode are required for the rotary joint. The transition problems have been treated in Chap. 6 .

Other Types of Motional Joints.-There is often need for joints that provide for translational displacements that are small compared with a wavelength or for rotations of considerably less than $360^{\circ}$; these usually do not involve a change of mode. Such joints include vibrational or alignment joints, which allow very small translational and rotational displacements in any direction or about any axis; "swivel" joints, which permit rotation through fairly large angles about the longitudinal axis of the transmission line; hinge joints, for small angular displacements about either of the transverse axes; and universal joints for angular displacements about both transverse axes simultaneously. Most of these devices have been designed for rectangular waveguide although a few have been built for coaxial line. The function of the vibration or alignment joint is sometimes aceomplished through the use of flexible waveguide or coaxial cable (see (hap. 5). These secture considerable space, however, and are not to be recommended for applications involving continuous motion.

## MOTIONAL JOINTS IN COAXIAL LINE

## Bx F. L. Niemany

7.1. General Design Considerations for Coaxial Rotary Joints.Since the field configurations for the TEM- or dominant mode in coaxial line are functions of the radius only, they are suitable for a continuous rotary motion about the axis of the line. Impedance-matching is therefore puite simple, and the chief problems in the design of such a joint are mechanical in nature. The major electrical requirement is
that there be a low impedance in series with the line at the point of discontinuity where there is relative motion between the rotating and fixed parts. An impedance minimum (and therefore a voltage minimum) is necessary in order to prevent burning of contacts, to minimize leakage, and to match the discontinuity. For low-speed joints operating at low powers, a well-designed mechanical "wiping" contact on both inner and outer conductor is satisfactory. A more desirable arrangement that allows high speeds of rotation and operates well at high powers is the following. As small a gap as it is convenient to make mechanically is left between the moring and the fixed parts of the conductor. A coaxial

(a)

(b)

Fig. 7.1.-Coaxial chokes in rotary joints. choke section (r-f) ${ }^{1}$ is placed in series with this gap in one of several possible arrangements that will produce a low series impedance at the gap. Two of these arrangements are shown in Fig. 7•1. In Fig. $7 \cdot 1 a$ the choke section consists of a quarter wavelength of coaxial line terminated in an open circuit, the fields being rapidly attenuated in the region beyond the coaxial section. This places a low impedance at the discontinuity between the two parts of the conductor. This arrangement is applicable only to the center conductor, since, in the case of the outer conductor, the chokes must be designed to come outside the conductor, and a perfect open circuit is not possible. Figure $7 \cdot 13$ shows chokes of slightly different constructions on both inner and outer conductors. These chokes consist of half-wavelength sections terminated by whort circuits. This arrangement also places a low impedance across the gap. Each half-wavelength section consists of two quarter-wavelength sections, one of which has several times the impedance of the other. As is shown in Chap. 2, this greatly reduces the frequency sensitivity of the choke; well-made junctions of this kind have almost unmeasurable reffections over as much as a 30 per cent band. Further, these chokes are so designed that the short circuit occurs just a quarterwavelength from the point of contact. This places a high impedance and, therefore, a current minimum in this region. This design has a further advantage over the quarter-wavelength section in that the center

[^47]conductors of the two members may be joined in a bearing and thereby be more rigidly supported.

In practice, the use of these chokes results in a completely satisfactory impedance match for a rotary joint. However, in certain units used at high powers, leakage sufficient to cause damage to the bearings has occurred through these chokes. The elimination of this effect by the use of an absorbing material will be discussed later.
7.2. Examples of Rotary Joint Construction.-The chief differences among the various ways of constructing coaxial rotary joints are mechani-


Fig. 7.2.-10-cm rotary joint for $\frac{5}{16}$-in, line.
cal in nature and are determined by the speed of rotation, temperature, loading, and pressure difference under which the joint is to be operated. The final solutions to some of the problems involved have not been obtained; the several examples presented here are representative of designs developed during the last few years at various stages of progress in microwave engineering. Most of them could be improved by the utilization of later developments, particularly in the technique of lowtemperature high-speed pressure seals. Also, in certain cases the designs were intended for applications not reftiiring high-speed or low-tempera-
ture operation, and the units could be simplified by the use of sleeve bearings and neoprene seals. For speeds greater than a few hundred revolutions per minute, or for heavy loading, or both, ball bearings are necessary. If, in addition, the joint is to be operated over a wide range of temperatures and pressures, as in the case of aircraft installations, a Sealol type of pressurizing seal is more successful.

Figure 7.2 shows a design for a $10-\mathrm{cm}$ rotary joint in $\frac{5}{16}$-in. coaxial line. This rotary joint is designed for fairly low speeds, of 60 rpm or less, and both the inner and outer conductors are made of berylliumcopper or phosphor-bronze and slotted to form "fingers" which, under tension, provide a good mechanical wiping contact. A sleeve bearing and a neoprene- or rubber-lip seal are satisfactory for the conditions under which this unit is designed to operate. The particular applica-


Fig. $7 \cdot 3 . \cdots 10-\mathrm{cm}$ bead-supported rotary joint for ${ }_{8}^{5} \mathrm{in}$. line.
tion for which this was designed required a right-angle connection so that the center conductor is supported by a right-angle quarter-warelength stub. It could equally well be supported by "straight through" stubs or by means of beads if the power rating is not a limiting factor. If a special low-temperature neoprene is used in the pressurizing seal, the unit should be satisfactory at temperatures down to about $-20^{\circ} \mathrm{C}$. However, since this rotary joint was designed for low-power and lowspeed applications, pressurization was incorporated chiefly as a means to keep out dirt and moisture. The unit has had only limited application.

A later design of a $10-\mathrm{cm}$ rotary joint is shown in Fig. $7 \cdot 3$. This is for a bead-supported $\frac{5}{8}-\mathrm{in}$. coaxial line and incorporates coaxial chokes at the discontinuity. A quarter-wavelength, open-circuited section is used on the center conductor and a two-section, half-wavelength, short-circuited choke coupling on the outer conductor. It should be noted that the close spacing desirable in these couplings requires a very accurate alignment of the bearings. If low-temperature neoprene is used in the seal, this unit should be satisfactory for speeds of 300 rpm or less and should be effectively pressurized at temperatures down to
$-20^{\circ} \mathrm{C}$. In both these specifications the seal is the limiting factor. Use of the Sealol type should permit operation at speeds of several thousand revolutions per minute and at temperatures considerably lower than $-20^{\circ} \mathrm{C}$.

In this design, as in most others, it is desirable to have the seal come between the choke sections and the bearings. This arrangement prevents the leakage of oil or grease into the chokes and helps to shield the bearings from any radiation that may leak through the chokes. In certain high-power applications, it is necessary to take further precautions to prevent damage to the bearings from r-f arcing.

In the design for a $\frac{7}{8}$-in. stub-supported coaxial rotary joint shown in Fig. 7•4, the two-section half-wavelength broadband choke is used on


Fig. 7.4.- $\frac{7}{8}$-in. medium-speed rotary joint for 10 cm .
both the inner and the outer conductor. This allows the inner conductor to be supported at the discontinuity by means of the steel pin turning in a graphited-bronze (Morganite) bearing. Because it has sleeve bearings and a low-temperature-neoprene seal, this joint should probably not be operated at more than two or three hundred revolutions per minute nor at less than $-20^{\circ} \mathrm{C}$ for continuous service. It has, however, been run satisfactorily at 600 rpm and at room temperature for 50 hr . In this design one of the Oilite bearings is between the choke and the seal. This arrangement is undesirable, in general, but has given no trouble in a number of different applications; it should be satisfactory provided that the joint is not operated at too high a power or at speeds of rotation at which the Oilite becomes overheated and exudes oil which can affect the operation of the choke sections. Two versions of this design differing only in the direction of the input line are pictured in Fig. 7-5.

A coaxial rotary joint, also in $\frac{7}{8}$-in. line, designed expressly for high
speeds, heavy loading, and low temperatures is shown in Fig. 76. In addition to the half-wavelength choke sections and the graphitedbronze bearing on the inner conductor, it has two large ball-type main bearings, a Sealol pressurizing seal, and a balanced double-stub support on the rotor. This unit is designed for 3000 rpm and for temperatures down to $-50^{\circ} \mathrm{C}$.


Fig. 7.5.- ${ }_{8}^{7}$-in. coaxial stub-supported rotary joint.


Frg. 7.6.-High-speed pressurized coaxial rotary joint for 10 cm .
These examples, chosen as typical of a large number of slightly different modifications, are all for $10-\mathrm{cm}$ wavelengths. They can, of course, be adapted to both longer and shorter wavelength bands; models have been designed for wavelengths as long as 25 cm and as short ta .3 cm . However, at the short wavelengths, machining tolerances beoome almost prohibitively small, and for the $3-\mathrm{cm}$ and $1-\mathrm{cm}$ bands, coaxial rotary
 joint.

There has been little reference to the power-handling capacity of these
joints because they are usually capable of transmitting at least as much power as the coaxial line itself can support. The power-handling capacity of the coaxial line is limited by the bead supports or by the coaxial transformers on the broadband stub supports (see Chap. 4). When the coaxial mode is utilized for a rotary joint in a high-power system having a waveguide transmission line, however, the coaxial section and its transitions to waveguide are frequently a limiting factor in the power rating of the system. This problem is to be discussed in a later section.

A similar consideration applies to the bandwidth of these joints in terms of the allowable impedance mismatch. As has been mentioned, the match provided by the two-section, half-wavelength, coaxial chokes is very good (the voltage standing-wave ratio is less than 1.05 if the choke sections are properly made) over a band which is probably somewhat wider than that for which a broadband stub support is as well matched. Bead supports in coaxial line usually constitute even more of a limiting factor in terms of match and bandwidth than do the stub supports.

A possible type of rotary-joint construction developed by the Naval


Fig. 7.7.-Contact-type dielectric-filled rotary joint.

Research Laboratory, which is not limited by chokes or by stub or bead supports in the frequency band over which it is usable, is shown in Fig. 7.7. It consists of a dielectric-filled coaxial line with a tapered contact that provides a long leakage path between the dielectric sections. The dielectric used is du Pont Poly F-1114, polytetrafuorethylene, called "Tefion." This has very good bearing properties and is highly resistant to chemical action. The contact is lubricated with Ignition Sealing Compound, which has a diclectric constant approximately the same as that of Teflon and has good high-voltage insulating properties. Spring-finger contacts are used on the inner and outer conductors. This type of joint should be usable at any frequency up to the cutoff frequency of the second coaxial mode. In a dielectric-filled line this, of course, occurs at a lower frequency than in an air-filled line of the same over-all dimensions. However, at microwave frequencies the power loss in the dielectric becomes appreciable. Furthermore, because of the dielectric and the mechanical contacts, such a joint is limited to low speeds and low average powers.
7.3. Other Coaxial Motional Joints.--It is difficult mechanically to provide for relative motion between sections of coaxial line other than motion about the axis of the line, as in rotary joints. Various methods
have been proposed and some actually used experimentally with a certain amount of success. Since waveguide joints for these motions are considerably simpler and usually more satisfactory than coaxial joints, little use has been made of coaxial line for this purpose. In systems using coaxial line throughout, however, it is not always convenient to use a waveguide motional joint.

An example of a coaxial universal joint for small angular displacements is shown in Fig. 78. It is capable of about $\pm 3^{\circ}$ angular displacement about both transverse axes simultaneously. It was used in a "conical scan" antenna for an accurate direction-finding radar system. The desired beam sean with fixed polarization was obtained by an off-center nutating motion of the antenna feed. The conventional


Fig. 7.8.- Coaxial universal joint for small displacements.
chokes are slightly modified to allow for the small angular displacement. The dimensions of the coaxial line are increased to facilitate the mechanical construction, but the line impedance is maintained at very nearly 50 ohms throughout. The two step discontinuities in diameter introduce approximately the same susceptance and are placed a quarter wavelength apart so that reflections from them cancel at the design wavelength. The discontinuities at the gap between moving parts in the inner and outer conductors are also a quarter wavelength apart for the same reason. Since this unit was designed to be operated at fairly high speeds ( 1800 rpm), a balanced double-stub support for the center conductor is used on the rotor. This design should be satisfactory for powers at which it is safe to operate $\frac{7}{8}-\mathrm{in}$. stub-supported coaxial line. However, because of the comparatively large susceptive discontinuties occurring at the changes in the size of the line, this motional joint is probably well matched for a rather narrow band, probably not more than 5 per cent for a voltage standing-wave ratio of less than 1.1.

A somewhat more complicated motional joint that provides for small displacements in all degrees of freedom, translational and rotational,
is shown in Fig. 79. The mechanical design, although simple, creates some interesting impedance-matching problems. Chokes are used at all points of contact, so that good electrical contact between moving parts is not essential. In order to make this construction feasible in a unit designed for use with $\frac{7}{8}$-in. coaxial line, a coaxial line of larger size is used in regions of contact. However, in order to allow the desired longitudinal motion, the size of the inner conductor in these sections cannot be changed; therefore, several sections of coaxial line having different impedances are necessary. To provide for impedance-matching over a useful band, a half-wavelength taper in the outer conductor is used between the standard $\frac{7}{8}$-in. line and the largest coaxial section.

"Folded" Choke couplings
Fig. 79.-Coaxial motional joint for small translational and rotational displacements. The four different impedances- $Z_{1}, Z_{2}, Z_{3}$, and $Z_{4}$-are designed to have approximately the relationship

$$
\left(\frac{Z_{2}}{Z_{1}}\right)^{2}=\frac{Z_{3}}{Z_{2}}=\left(\frac{Z_{4}}{Z_{3}}\right)^{2},
$$

or

$$
2 \log \frac{Z_{2}}{Z_{1}}=\log \frac{Z_{3}}{Z_{2}}=2 \log \frac{Z_{4}}{Z_{3}} ;
$$

chat is, the logarithmic increment between $Z_{3}$ and $Z_{2}$ is twice that between $Z_{2}$ and $Z_{1}$ or between $Z_{4}$ and $Z_{3}$. As discussed by Slater ${ }^{1}$ and in Chap. 6 of this book, this is the condition for broadband matching with two quarter-wavelength transformer sections.

The line section of impedance $Z_{1}$ is made large enough so that the choke sections on the inner conductor can be machined with reasonable ease. The susceptive discontinuity between $Z_{2}$ and $Z_{3}$ is also made twice that between $Z_{1}$ and $Z_{2}$ or between $Z_{3}$ and $Z_{4}$, which are made approximately equal. Because of the quarter-wavelength spacings, reflections from the first and last of these discontinuities add and are canceled by that from the center discontinuity. Actually, $Z_{4}$ is some-

[^48]what different from the value that would be given by the relation previously stated. It is adjusted so that the reflections from the $Z_{4}$-to- $Z_{3}$ discontinuity on either half of the unit (which will add since they are a wavelength apart) are canceled over an appreciable band by the reflection from the stub support for the inner-conductor section. The variation of the voltage standing-wave ratio with wavelength can be given a final adjustment in design by varying the position of the short-circuiting plug in the stub support.

Although the development of this joint for production or system use has never been completed, initial results indicate that it should be possible to build such a device having a V'SWR of less than 1.2 over about a 10 per cent band. With properly rounded edges on the coaxial transformers, the unit should be capable of carrying as much power as can safely be used with $\frac{7}{8}-\mathrm{in}$. stub-supported coaxial line.

## WAVEGUIDE ROTARY JOINTS

By F. F. Ehlers

If a section of waveguide transmission line must be rotated about an axis with respect to another section, as in scanners for radar equipment, some sort of round-waveguide section may be used. It is necessary that the round-waveguide section should be one that propagates a symmetrical mode (such as the $T M_{01}$-mode or circular polarization in the $T E_{11}$-mode), or one that has some means of rotating the polarization of the $T E_{11}$-mode.
7.4. Resonances in Rotary Joints.-The most sutisfactory method of obtaining a waveguide rotary joint is by the use of the $T \prod_{n 1}$-mode.


Fig. 7.10.- Choke sections in round wareguide for Thon-mome. Thent designs are for wavelengtlis of 3.3 enn and 1.25 cint.

This may be done by using two $T M_{01}-T E_{10}$ mode transitions and a choke section in the round waveguide as shown in Fig. 7•10. The details of designing a choke for a broad wavelength band will not be treated here for they have been covered in Chap. 2. Since the coaxial sections in the choke will be excited by a symmetric field, they must be computed on the basis of the principal coavial TEM/-mode.

The difficulties of making a transition from a rectangular waveguide that produces a pure $T M_{01}$-mode in the round waveguide were discussed at considerable length in Chap. 6. The design of several transitions was described in which as little as one-half of 1 per cent of the energy is propagated in the $T E_{11}$-mode. With this small amount of energy in the TE-mode there will be very little variation in the reflection from the rotary joint and no variation in the output power with rotation. However, if the transitions should excite as much as 1 per cent of power in the $T E_{11}$-mode, variations in the input voltage standing-wave ratio of about $\pm 0.02$ with rotation may be encountered. The amount of this variation will depend on two things: the relative amount of $T E_{11^{-}}$ mode in the round-waveguide section, and the variation with angle of polarization of the impedance of the transition to the $T E_{11}-$ mode in the round waveguide. When the right-angle transition from rectangular to round waveguide is used, only one polarization of the $T E$-mode is propagated in the round waveguide, and that is one in which the electric vector is parallel to the rectangular-waveguide axis. Therefore, energy in the $T E$-mode in the round waveguide, which is polarized at $90^{\circ}$ to the rectangular-waveguide axis, will be totally reflected from the transition. If there is any energy in the $T E$-mode with a polarization parallel to the rectangular-waveguide axis, a small fraction of this will be propagated in the rectangular waveguide. As the joint is rotated, then, different amounts of energy will be propagated in the rectangular waveguide and cause variations of the input voltage standing-wave ratio and of the output power. Some variation will also occur in the input voltage standing-wave ratio if the electrical length of the round-waveguide section for the $T E_{11}$-mode changes with angle of rotation, thereby introducing a varying reactance to the transmission line.

Even with as little as one-half per cent of $T E_{11}$-mode in the round waveguide, resonances may be obtained in the round-waveguide section if its equivalent electrical length is equal to an integial number of half wavelengths in the $T E_{11}$-mode. The theory of these resonances has been worked out. ${ }^{1}$ The following relation gives the condition for resonance in the round-waveguide section:

$$
\begin{equation*}
\frac{l}{\lambda_{\rho}}=\frac{n}{2}+\frac{\cos ^{-1}\left[\cos (\eta+\gamma) \cos ^{2} \theta+\cos (\eta-\gamma) \sin ^{2} \theta\right]}{4 \pi} . \tag{1}
\end{equation*}
$$

In this equation, $l$ is the length of the cylindrical waveguide measured between corresponding points in the two mode transformers whose position is specified below; $\lambda_{g}$ is the wavelength in the $T E_{11}$-mode; $\theta$ is the angle of rotation; and $n$ is an integer. The total shifts in phase
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of the position of the minimum of the $T E_{11}$ wave with angle of rotation for the two transitions are, respectively, $\eta$ and $\gamma$. The values of $\eta$ and $\gamma$ may be obtained experimentally. If the $T E_{11}$-mode is polarized parallel to an axis of symmetry, then all the energy that is reflected back will be in that polarization. For a right-angle transition from rectangular to round waveguide, this axis of symmetry is along the middle of the rectangular waveguide. Since no energy can be excited in the polarization at $90^{\circ}$ to this axis of symmetry, any energy of that polarization in the round waveguide will be totally reflected without change of polarization. If the $T E_{11}$-wave, which is oriented differently from one of these polarizations, is reflected from a transition, then the reflected wave consists of two polarizations that are parallel and perpendicular, respectively, to the axis of symmetry. The phase difference in radians between the positions of the minima for these two polarizations in one of the transitions is $\eta$, and $\gamma$ is the value for the other transition of the rotary joint. Then $\eta$ and $\gamma$ may be computed from the relations
\[

\left.$$
\begin{array}{l}
\eta=\frac{2 \pi x_{1}}{\lambda_{g}}, \\
\gamma=\frac{2 \pi, x_{2}}{\lambda_{g}} ; \tag{2}
\end{array}
$$\right\}
\]

each $x$ is the distance between the position of the minimum in the round waveguide for the $T E_{11}$-polarization parallel to the axis of symmetry and the minimum for that polarization which is perpendicular to the axis of symmetry; and $\lambda_{g}$ is the wavelength for the $T E_{11}$-mode.

If there is no shift in phase between these two polarizations, there is no variation with rotation, and the resonant condition is

$$
\frac{l}{\lambda_{g_{1}}}=\frac{n}{2}
$$

and for the next higher resonant watelength,

$$
\frac{l}{\lambda_{n}}=\frac{n-1}{2}
$$

Calculating the bandwidth between resonan wavengths, we have

$$
\begin{aligned}
& \Delta \lambda_{g}=\lambda_{g_{2}}-\lambda_{\nu_{1}} \\
& \Delta \lambda_{g}=\left(\frac{2}{n-1}-\frac{2}{n}\right) l=\frac{\lambda_{g_{1}}}{n-1}
\end{aligned}
$$

As the number of half wavelengths in the romol wareguide, and therefore the length of the wareguide, is increased, the bamdwidth between resonances is decreased. In gemeral, it is best to low a short rotary joint in order to obtain as broad a band as posible. If the rotary joint is made
less than one-half wavelength, there is some coupling between the two transitions of the asymmetrical fields near the junctions of the rectangular and round waveguides. This coupling will cause a variation in the input impedance of the joint with rotation.

A further limitation of the bandwidth between resonances is produced by the difference in phase between the reflections from the transitions of the two polarizations that are parallel and perpendicular to the axes of symmetry of the transitions. Figure 7.11 is a plot of resonant


Fic. 7.11.--Plot of resonant wavelengths for several values of $\eta$ with identical transitions.
wavelength for different values of $\eta$ when the two transitions are identical and, therefore, $\eta=\gamma$. From the graph we see that, when $\eta$ is equal to $\pi / 2$, or the phase difference is a quarter wavelength, there is no band that is free of resonances. For $\eta$ equal to zero, there is no spreading of the resonances with rotation but, as the value of $\eta$ is increased, this spreading increases. Therefore, in the design of $T M_{01}$-transitions for rotary joints, every effort should be made to minimize the phase shift between the two polarizations.

Some interesting phenomena may be observed in these resonances. From Fig. 7.11, we see that if $\eta=\gamma$, the two pairs of resonances come together at $90^{\circ}$ and reach their maximum spread at $0^{\circ}$ and $180^{\circ}$. However, if the two transitions are different-that is, $\eta \neq \gamma$-these two
resonances do not come together (see Fig. 7•12). As $\eta-\gamma$ becomes larger, the spread of resonances at $90^{\circ}$ and $270^{\circ}$ increases. If $\eta=0$, there is no variation of these resonances with angle of rotation, but there are two fixed resonances that differ in fractions of a guide wavelength by $\gamma / 2 \pi$. Now, if $\eta$ be fixed and $\gamma$ varied, some improvement is made on the total spread of resonances if $\gamma$ is made as small as possible. Therefore, if it is possible to improve the phase difference for one transition, an improvement will be obtained in the complete rotary joint.


Fig. 7.12.-Resonant wavelengths with transitions with unequal values $\eta$ and $\gamma$.
These deductions from the theoretical formula have been taken into account in the actual design of rotary joints.
7.5. Rotary Joints Using Transitions with the Compound TE-TM-stub.-Complete studies have been made on the resonances in rotary joints composed of the three types of the $T M_{01}$-transitions discussed in Chap. 6. One of these is the transition which uses a compound $T E$ - and $T M$-mode round-waveguide stub that supports the $T E_{11}-$ mode. For this transition, the change in phase of the reflection coefficient for the $T E_{11}$-mode with varying polarization is very small. Thus, there is little spreading of the resonances with rotation. It was found that for the $\pm 1$ per cent band centered at 3.20 cm , resonances occurred when the distances measured between the centers of the rectangular waveguides
were equal to an integral number of half wavelengths (see Fig. 7-13). Permissible lengths which cover the band from 3.17 - to $3.23-\mathrm{cm}$ wavelength were determined experimentally and given in Table 7.1. A

$$
\begin{array}{cc}
\text { Table } 7 \cdot 1 \text {--Permitted Lengths } L \text { of Rotary Joint } \\
2.44-3.90 \mathrm{~cm} & 12.81-13.92 \mathrm{~cm} \\
4.51-5.90 & 14.88-15.93 \\
6.58-7.91 & 16.96-17.93 \\
8.66-9.91 & 19.03-19.94 \\
10.73-11.92 & 21.11-21.94
\end{array}
$$

general empirical formula for the resonant lengths that must be avoided is given by
$1.90+2.005 n<L<2.44+2.075 n$,
where $L$ is the distance in centimeters between the centers of the rectangular waveguides, $n$ is a whole number, and 2.005 and 2.075 are half the waveguide wavelengths in the $T E_{11}$-mode for a waveguide with an inner diameter of $1 \frac{3}{16} \mathrm{in}$. at 3.17 and 3.23 cm respectively. For $n=22$ or larger, the resonant regions begin to overlap at the edges of the $\pm 1$ per cent band. For this reason a length $L=40 \mathrm{~cm}$ is the upper limit for a rotary joint that will perform well over a band from 3.17 to 3.23 cm . Within the range of the lengths listed above, the input voltage standing-wave ratio should vary less than $\pm 0.01$ with rotation. The variation is least for the lengths half way between the resonant lengths; and to eliminate the possibility of high standing-wave ratios near resonance, the extremes of the permitted lengths should be avoided.

Since each one of these transitions of the rotary joint will have a voltage standing-wave ratio of 1.1 at the extremes of the band from 3.17 to


Fig. 7.13.-Assembly of rotary joint and $E_{0}$-transformers. 3.23 cm , the input voltage standing-wave ratio of the complete rotary ;oint will vary from 1.2 to perfect match depending on the spacing
of the two transitions. It is possible to choose the length $L$ so that. with the change of impedance with wavelength, the two transitions will cancel each other at the center of the band. The empirical formula for $L$ that gives this cancellation is

$$
\begin{equation*}
L=5.0+2.75 n \tag{3}
\end{equation*}
$$

where 2.75 cm is equal to a half wavelength in the $T M_{01}$-mode for this waveguide at 3.20 cm .

For small values of $L$ satisfying $E q_{1}$. (3), this cancellation is very good; for long lengths, the phase change with wavelength is so large. that there is little advantage in using this relation. It must be remembered that the primary restriction on the length $L$ is the necessity of avoiding resonances in the $T E_{11}$-mode. Within the range of permitted lengths, $L$ may be chosen to satisfy Eq. (3) as nearly as possible.


F1g. 7.14. - Voltage atanding-wave ratio of TMA-rotary joint with rompound TE-T.Mstul).

The input voltage standing-wave ratio for two typical completed rotary joints as a function of wavelength is shown in Fig. 7-14. The curve for $L=7.5$ approximately satisfies E(1. (3). For the length of 9.40 cm , however, the reflections from the two transitions add at 3.23 cm . This represents about the worst mismatch that can be expected for any value of $L$.
7.6. Resonances in the High-power Rotary Joint.-This rotary joint, consists of two transitions of the type shown in Fig. 6.79. See. 6.22. In this transition, a round short-circuiting plug is used in the rectangular waveguide and all sharp corners are rounded to increase the powerhandling capacity. Because of these rounded surfaces, the transition must be manufactured by the processes of dic-casting or electroforming. This transition contains no mode filters in the round waveguide; and consequently, there is little spread of the resonances with rotation. In Fig. $7 \cdot 15$ the resonant wavelengths are plotted against the total length of the round waveguide measured between the bottom surfaces of the rectangular waveguides. The shaded region indicates the total spread with rotation of the resonances. This spread is practically independent
of frequency. To find the limits of a resonance-free band of a rotary joint of a given length from Fig. 7•15, one should follow along a vertical line at the given length at the bottom of the chart and read from the vertical scale the upper resonant wavelength on the lower resonant region and the lower resonant wavelength on the upper resonant region. It is a safe policy to operate 0.02 cm in wavelength from each resonance to allow for mechanical tolerances and to avoid possible high standingwave ratios near resonance.

A number of lengths of this rotary joint may be chosen which cover the complete band from 3.33- to $3.36-\mathrm{cm}$ wavelength without resonances. But since the ratio of the $T E$-mode to $T M$-mode power is more than one-half per cent for wavelengths greater than 3.29 cm , there will be variations in the voltage standing-wave ratio with rotation. For a ratio of $T E$-mode to TM-mode of 1 per cent, the input voltage standing-wave ratio will vary about $\pm 0.025$; and for a load matched to 1.3 in voltage, the shift in the position of the minimum in the input rectangular waseguide will be about 0.03 waveguide wavelengths. The varia tion in the output power will be about 1 per cent. If a rotary joint


Frg. 7.15.-- Resonant wavelength vs, over-all length for die-cast high-power rotary joint. is designed to cover a narrow band centered at 3.30 cm , there will be less rariation with rotation if a length is chosen that is midway between the resonant lengths.
7.7. Resonances in the $T E_{11}$-mode for the Filter-ring Type of Rotary Joint. . The introduction of the fitter ring in the $T M_{01}$-mode transition shown in Fig. 6.87 and diseussed in see. 6.22 complicates the phenomenon of remonance in the rotary joint. The stub-supported resonant ring will transmit ats mush at 50 per cent of the $T E_{12}$-power incident on it if the polarization of the E-vector is in the direction of the stubs, as compared to 1 per ent of that polarization when it oceus $90^{\circ}$ to it. Conseguently, rotating the joint will tune the resonances. For that wavelength for wheh the ring is a half waslength from the buttom, the resonances will be mearly constant with wotation. As the wavelength is increased or deveased from this point, the dependence of resonanee on angle of jotation increases.

Experimental curves of resonance (Fig. 7-16) as a function of length indicate that the resonance is practically independent of rotation at 3.1 cm . However, with increasing wavelength, the width of the resonant region increases. The two outer resonances of the shaded region for a given length occur when the angle between the two transitions is $0^{\circ}$ or $180^{\circ}$. As the second transition is rotated from this position, the outer resonances move in together and become nearly coincident at the $90^{\circ}$ or $270^{\circ}$ positions. At 3.5 cm it is impossible to space the transitions so


Fra, $7 \cdot 16$ - Resonant wavelength vs over-all length for $M$-ring transition.
that resonance will not occur, since the electrical distance of the ring from the bottom is approaching one-quarter of a guide wavelength.

To avoid changing standing-wave ratio with rotation, the shortest rotary joint that is recommended for these transitions is one having $3^{\frac{3}{4}} \mathrm{in}$. between the bottom surfaces of the transitions. This variation is probably caused by the interference of the fringing fields near the ring struts and is avoided when the transitions are sufficiently far apart. The largest band that can be obtained by a rotary joint from two of these transitions is 3.13 to 3.37 cm with a length of 3.789 in .

In Chap. 6 several techniques of matching this type of transition are discussed. The chart of resonant wavelengthe in Fig. $7 \cdot 16$ maty be used for all of these techniques since there is little or no effect on the resonances in the round-waveguide section.
7.8. Rotary Joint Using $T E_{11}$-mode Filter-ring Type of Transitions with $T E_{11}$-absorbers.-As we have seen in the previous discussion, the necessity for avoiding troublesome resonances in the $T E_{11}$-mode imposes considerable limitation on the selection of lengths for rotating joints. If the round-waveguide section is made longer, the band between resonances is shortened. However, if some means of coupling the $T E_{11}$-power out of the round waveguide into an absorbing load is used, resonances may be eliminated and a rotary joint may be made any length. The bandwidth of such a rotary joint will be limited only by the match of the transitions and the purity of the $T M_{01}$-mode. This coupling may be done with four longitudinal slots spaced by $90^{\circ}$ around the pipe. The currents in the waveguide for the $T E_{11}$-mode of one given polarization at two places on the round waveguide $180^{\circ}$ apart (on the round guide) flow transverse to the slots, and therefore power is transmitted through them. (See Fig. 6.73 in the Introduction of Sec. 6.20.) Four slots are spaced by $90^{\circ}$ around the waveguide in order to absorb all polarizations of the $T E_{11}$-mode. As the currents in the $T M M_{01}$-mode are longitudinal


Fic. 7.17a.-Single-mode absorber. everywhere, these slots have little effect on them.

In designing $T E_{11}$-mode absorbers, considerable care must be taken so that no appreciable amount of the $T, M_{01}$-power is coupled into the absorber. Consequently, the use of wide slots must be avoided, and these slots must be located in the round waveguide so that a maximum amount of the $T E_{11}$-mode is coupled into them. This maximum coupling occurs when the center of the slots is placed at the voltage maximum, which is an odd integral number of quarter-guide wavelengths in the $T E_{11}$-mode away from the position of the short circuit of the transition. If there is considerable difference between the short circuit for the polarization aligned along the axis of the rectangular waveguide and for the short circuit of the polarization perpendicular to it, then some means must he provided so that a satistactory match is ohtained for both polarizations.

In the design of an abomber for the filter-ring type of transition, considerable difficulty was encomotered with variation in the position of the short circuit with rotation of the polarization. In this design the
energy in the $T E_{11}$-mode is coupled into a coaxial cavity, 1 in . long and


Fis. 7-17b.-I ouble-mode absorber. $\frac{1}{4} \mathrm{in}$. wide, which has a 400 -ohm/square ring of IRC resistance material in its center to absorb the r-f energy. (See Fig. $7 \cdot 17 a$.) The longitudinal slots excite this cavity in the rectangular waveguide $T E_{10}$-mode. With a short-circuiting plug in the round waveguide placed three-quarter waveguide wavelengths from the center of the slots, the length and width of these slots were determined so that a voltage standing-wave ratio of 2 to 4 was obtained from 3.13 to 3.53 cm . When this absorber was placed threcquarters of a waveguide wavelength from the bottom of the filter-ring transition, the voltage standing-wave ratios for the polarizations, parallel and perpendicular to the axis of symmetry in the wavelength range from 3.13 to 3.40 cm , were similar. (See Fig. 7-18.) However, the mismatch for the $90^{\circ}$ polarization rose rapidly from a voltage standing-wave ratio of 3 to a voltage standing-wave ratio of 9 in the range from 3.4 to 3.53 cm . A single mode absorber on only one of the transitions of a rotary joint will climinate reso-


Fig. 7-18.- YSWR for $T E_{11-m o d e ~ a b s o r b e r s ~ f o r ~ f i l t e r-r i n g ~ t r a n s i t i o n s . ~}^{\text {- }}$
nances from 3.13 to 3.4 cm . Apparently for this type of rotary joint, the
$T E_{11}$-mode absorber need not be so efficient to eliminate resonances at the low wavelengths as at the high wavelengths. If an absorber is used with each transition, or if two absorbers are combined, as shown in Fig. $7 \cdot 17 b$, rotary joints of any length will cover the entire band from 3.13 to 3.53 cm without resonances.
7.9. Rotary Joints for $1.25-\mathrm{cm}$ Wavelength.-Since berds in $\frac{1}{2}$ by $\frac{1}{4}$-in. waveguide occupy so little space, only one length for the rotary joint, consisting of two transitions described in Fig. 6.75, Sec. 6.21, has been used. This length is 2.110 in ., measured between bottom surfaces


Fig. 7.19.-Transition of rotary joint with plug for 1.25 cm .
of the transition; and the resonances occur at wavelengths of 1.21 and 1.30 cm . This is considerably outside the usable band for the transition. However, to eliminate some of the bends in rectangular waveguide, a long rotary joint was designed using $T E_{14}$-mode absorbers. The dimensions for this absorber were obtained from scaling the dimensions of the design described in the preceding paragraphs. From 40 to 60 per cent of the energy in the $T E_{11}$-mode is dissipated in a single-mode absorber; and one absorber is required with each transition to eliminate the resonances completely. This rotary joint will function from 1.23 to 1.26 cm with a maximum variation in the voltage standing-wave ratio of $\pm 0.03$ and a maximum variation of 2 per cent in the transmitted power. The introduction of the slots near the junction of the rectangular and round waveguides increases the voltage standing-wave ratio of the transition, and the short-circuiting plug has to be readjusted in order to obtain a match. This change in the short-circuiting plug increases the amount of $T E_{11}$-mode excited in the round waveguide over the original design in Fig. 6.75, Sec. 6.21; and the absorber is not sufficiently well matched for the $T E_{11}$-mode to eliminate the rotational variation. The dimensions for the transition of this rotary joint are shown in Fig. 7-19.
7.10. Analysis of the Resonances in Rotary Joints Composed of Transitions with Diametric Fins in the Round Waveguide.-In Sec. 6.22,

Fig. 6.93 shows a sketch of a transition with a diametric fin to suppress the $T E_{11}-$ mode in the round waveguide. This fin will totally reflect all the energy in the polarization of the $T E_{11}$-mode that is aligned parallel to it. The polarization which is $90^{\circ}$ to this fin will be readily transmitted, since the electric vector is perpendicular to its surface, and will be reflected from the bottom of the rectangular waveguide. Because this fin is rather long, the difference in phase between the positions of the short circuit for these two polarizations will be about one or two wavelengths. With transitions of this type, it may be possible to adjust the fin so that $\eta$ and $\gamma$ in Eq. (1) are equal to zero at one wavelength; but with changes in wavelength, the values of $\eta$ and $\gamma$ will increase rapidly. Consequently, in order to obtain a broad band with this transition, a $T E_{11}$-mode absorber may have to be used to eliminate resonances.

The straight-on transitions that use a dividing fin, such as in Fig. $6 \cdot 100$ in Sec. $6 \cdot 23$, will have the same difficulty since the fin is practically no obstruction to the trancverse polarization of the $T E_{11}$-mode. The addition of a mica or dielectric-supported ring will eliminate this difficulty as well as a $T E_{11}$-mode absorber, since the energy of all polarizations is reflected from the resonant ring in the same phase. This resonant ring must be placed so that resonances do not occur between the ring and the fin or between the ring and the base of the transition. For transitions that use dielectric-supported resonant rings, the resonance occurs when the spacing between the rings is approximately equal to an integral number of half-guide wavelengths. The distance between these rings is selected as an odd integral number of quarter-guide wavelengths at the center of the wavelength band to obtain the largest possible range free of resonances on either side of this center wavelength.

7-11. Rotary Joint Using Circular Polarization.-In Sec. $6 \cdot 18$ various methods of obtaining circular polarization in the $T E_{11}$-mode were dis-


Fig. 7•20.-Rotary joint with circular polarization.
cussed. Two transitions from rectangular to round waveguide which transform all of the energy in the rectangular waveguide into a circular-
polarized wave may be combined as in Fig. $7 \cdot 20$ to make a rotary joint. Since the wave propagated in the round-waveguide section is symmetric there will be no variation in the output power with rotation. This wave at a given reference point $x_{1}$ in the round waveguide at the output transition has the form

$$
E_{r}=E e^{j\left(\omega_{t}-\beta x_{1}+\phi\right)} .
$$

If there is a mismatch in the transition, part of this wave will be reflected back to this same point with some definite phase change. Now if the output transition is rotated through an angle $\theta$, the amplitude of the wave at the same instant with respect to the output transition is

$$
E_{\tau}=E e^{j\left(\omega t-\beta x_{1}+\phi+\theta\right)} .
$$

For constant $\phi$ about an axis of the output transition, the equivalent line length added to the round waveguide is $\theta$ radians. From this, the total phase shift in the position of the minimum for the standing wave is equal to $\theta$ radians; and the input admittance for the rotary joint will make two complete revolutions around a Smith admittance diagram for every revolution of the output transition. Consequently, the transitions and load in the output rectangular waveguide will have to be perfectly matched if variation of the input admittance and "pulling" of the oscillator is to be avoided.
7.12. Resonance in a Circular-polarization Rotary Joint.-Because of the frequency sensitivity of a quarter-wave plate, it is not possible to design a transition to the circular-polarized $T^{\prime} E_{11}$-mode over a broad band without some of the energy in the round waveguide being propagated in a plane-polarized wave. If the angle of the output transition is such that the plane-polarized wave is not affected by the $45^{\circ}$ quarterwave plate, it can be resolved into two components, each at $45^{\circ}$ to the plane wave. One of these components will be propagated into the rectangular waveguide, the other one will be reflected back into the roundwaveguide section. For other orientations of the output transition, this plane-polarized wave will be converted into an elliptically polarized wave in passing through the quarter-wave plate of the output transition. Some of the components of the elliptically polarized wave will be reflected back into the round waveguide. This reflected wave may in turn be reflected from the other end; and if the electrical length between the two transitions for this reflected wave is equal to an integral number of half wavelengths, resonances will occur that will absorb and reflect a large amount of the energy. These resonances may be eliminated by using a transition from rectanguiar to round waveguide which will present a match to all polarizations of the $T E_{11}$-wave. In the transition of Fig. 6.58, Sec. 6.17, the $T E_{11}$-polarization excited through the
quarter-wavelength transformer will not be propagated in the shunt rectangular waveguide. But if an incident $T E_{11}$-wave of any other polarization is propagated in the round waveguide, it can be resolved into two components-one which will be propagated through the quarterwavelength transformer and down the main transmission line, and another which will be coupled into the shunt rectangular waveguide. If a quarter-wave plate is combined with this type of transition and two such combinations are used to make a rotary joint, then no resonances can occur, since any plane wave in the round waveguide will be matched regardless of its polarization. The elimination of these resonances makes it unnecessary to determine specific lengths to avoid resonances. There are two other transitions that have this prop-


Fis. 7.21.-IResolution of modes. erty of being matched to all polarizations. These are the transitions with the two shunt rectangular arms spaced at $90^{\circ}$ shown in Fig. 6.57 , Sec. $6 \cdot 17$, and the turnstile transition shown in Figs. $6 \cdot 66$ and 6.67 in Sec. 6. 18.
7.13. Rotary Joints Using a $T E_{11}$-mode Polarization Rotator.-In the same manner that a quarter-wave plate will set up circular polarization, a half-wave plate may be used to rotate the polarization of the $T E_{11}$-mode. The radial electric vector $E_{r}$ of a $T E_{11}$ wave may be resolved into two components at right angles; thus,

$$
\begin{equation*}
E_{r}=\left[E_{1} \sin \phi+E_{2} \cos \phi\right] e^{i(\omega t-\theta x)} . \tag{t}
\end{equation*}
$$

Since the amplitude of the input wave is constant, then

$$
E=\sqrt{E_{1}^{2}+E_{2}^{2}}
$$

If $\theta$ is defined as the angle which the $E_{1}$ component above makes with the resulting wave $E$, then from Fig. 7.21,

$$
E_{r}^{\prime}=E[\sin \phi \cos \theta+\sin \theta \cos \phi]^{\left.j^{(/(\omega t}-\theta_{r)}\right)},
$$

or

$$
\begin{equation*}
E_{\tau}=E^{\prime} \sin (\phi+\theta) e^{j(\omega t-\beta r)} . \tag{5}
\end{equation*}
$$

Now if a half-wavelength difference in phase is introduced between the two components, then

$$
\begin{align*}
& E_{r}=E[\sin \phi \cos \theta-\sin \theta \cos \phi] e^{i(\omega t-\beta r)},  \tag{6}\\
& E_{r}=E \sin (\phi-\theta) e^{j(\omega t-\beta)} .
\end{align*}
$$

The maximum radial vector is at the angle for which the sine function is equal to 1 ; thus, the angle of the maximum vector for the incident wave is

$$
\phi=\frac{\pi}{2}-\theta
$$

and for the output wave,

$$
\phi=\frac{\pi}{2}+\theta .
$$

If the polarization of the input wave is fixed and the half-wave plate is rotated, the output polarization is rotated through twice the angle of the half-wave plate. We can make use of this property in the construction of a rotary joint in the round waveguide. If we rotate the output transition through twice the angle of the section containing the half-wave plate, then the polarization of the input $T E_{11}$-mode will be rotated correctly to be transmitted through the output transition.

The same techniques may be employed in designing a half-wave plate as in designing the quarter-wave plates in Figs. 6.61, 6.62 and 6.63 in Sec. 6-18. The same step may be used to match the ends of the plate, and the length may be extended to obtain a half-wavelength difference in phase between the two components of the incident wave.

The length for the half-wave plate may be calculated from the formula

$$
\begin{equation*}
4 \pi\left(\frac{l_{t}}{\lambda_{i_{1}}}-\frac{l_{t}}{\lambda_{t_{2}}}\right)+2 \pi\left(\frac{l}{\lambda_{1}}-\frac{l}{\lambda_{2}}\right)=\pi . \tag{7}
\end{equation*}
$$

In this equation, $l_{t}$ is the length of the step-matching transformers, and $l$ is the remaining length of the half-wave plate; $\lambda_{t_{1}}$ and $\lambda_{t,}$ are the wave-


Fig. 7.22 .-Half-wave plate for a wavelength of 3.40 cm .
guide wavelengths in the matching transformer for the components $E_{1}$ and $E_{2}$ in Eq. (4); and $\lambda_{1}$ and $\lambda_{2}$ are the corresponding waveguide wavelengths in the remaining length of the half-wave plate. To make the plate shorter, two fins may be used to obtain the half-wavelength phase shift. Figure $7 \cdot 22$ shows the dimensions of such a half-wave plate in a round waveguide with an inner diameter of 1.000 in . for a wavelength of 3.40 cm .

Let us consider the broadband possibilities of a rotary joint using a polarization rotator. Over an appreciable pass band, the phase shift will not always be an exact half wavelength because of the frequency sensitivity of the half-wave plate. If we define $\delta$ as the difference in
phase shift from a half wavelength, then the $T E_{11}$-wave, after going through the half-wave plate, will be

$$
\begin{gather*}
E_{r}=E\left(\sin \phi \cos \theta-\sin \theta \cos \phi e^{i \phi}\right) e^{j(\omega t-\beta x)}, \\
E_{r}=E(\sin \phi \cos \theta-\sin \theta \cos \phi \cos \delta-j \sin \theta \cos \phi \sin \delta) e^{j(\omega t-\beta x)} . \tag{8}
\end{gather*}
$$

## If

$$
(E \sin \phi \cos \theta \cos \delta-E \sin \phi \cos \theta \cos \delta) e^{j(\omega t-\beta x)}=0
$$

is added to Eq. (8) and the terms are regrouped, the result is

$$
\begin{align*}
E_{r}=\left[E \cos \delta \sin (\phi-\theta) e^{j\left(\omega t-\beta_{x}\right)}+\right. & (1-\cos \delta) E \sin \phi \cos \theta \cos \delta \\
& -j E \sin \theta \cos \phi \sin \delta] e^{j(\omega t-\beta x)} . \tag{9}
\end{align*}
$$

From Eq. (9), it may be seen that if the phase shift is not equal to a half wavelength, the resulting wave consists of one part that is rotated


Fig. 7.23.-Rotary joint employing a half-wave plate.
correctly to be transmitted through the output transition and another part that is an elliptically polarized wave. The magnitude of the components of this elliptically polarized wave will vary with the angle of rotation. If $\theta$ is zero, all the incident wave will be transmitted; but for $\theta$ greater than zero, some components of this elliptical wave will be reflected from the two ends of the rotary joint. These reffected waves will set up resonances if the electrical length is equivalent to an integral number of half wavelengths in the guide. These resonances may be eliminated in the same way as in the circularly polarized rotary foint-that is, by using transitions from rectangular to round waveruide which are matched to all polarizations. Figure 7.23 shows a sketeh of a rotary joint using that type of transition. This rotary joint is superior to the type employing circular polarization because the phase of the reflected wave from a mismatched load does not vary with rotation.

## MISCELLANEOUS WAVEGUIDE MOTIONAL JOINTS

By F. T. Worrell

In addition to rotary joints, joints that allow other kinds of motion. have been developed. These are the swivel joint, the hinge joint, and the universal joint. The first allows a limited twisting of one piece of waveguide relative to another about their common axis. The second allows oscillation of one piece of waveguide relative to another about an axis perpendicular to the longitudinal axis of the two waveguides and lying in either the $E$-plane or the $H$-plane. This is sometimes called a "nod" joint. The universal joint allows both possible displacements of the hinge joint to be made simultaneously, so that the moving waveguide can move anywhere within a cone whose axis is the axis of the fixed waveguide and whose apex is at a point on the axis between the two pieces of waveguide.

7-14. Swivel Joints.-The simplest swivel joint, good only for small angles of twist, consists of two pieces of waveguide connected by a choke-to-flange junction in which the choke and flange are free to rotate with respect to each .other about the common longitudinal axis of the two waveguides. A schematic drawing of such a joint is shown in Fig. $7 \cdot 24$. The standing-wave ratio for a $3-\mathrm{cm}$ joint of this design, at various wavelengths and at various angles of twist, is shown in Fig. 7.25. This joint consists of the choke illustrated in Fig. $4.45(b 2)$ and listed in Table 4.8 which is separated 0.020 in . from a flange of the same diameter. Figure 7.26 gives the performance of a similar


Fig. 7-24. Simple swivel joint. $10-\mathrm{cm}$ joint using the choke of Fig. $4 \cdot 45 a$, listed in Table 4.8 , separated 0.020 in .

The performance of the simple joint can be improved if, instead of using a single junction, two such junctions separated by a section of waveguide a quarter wavelength long are used, as shown in Fig. 7-27. This design has two advantages over the simple one. First, for a given total angle of twist, the twist per junction is reduced by a factor of 2 . Second, reflections that are not too large will cancel, since the two junctions are separated by a quarter wavelength of line. It would therefore be expected that the allowable twist would be more than twice that of the simple joint. The standing-wave ratio of the improved $3-\mathrm{cm}$ model for various wavelengths and angles of twist is shown in Fig. 7.28. It should be noted that whereas the simple model can be twisted only up to $10^{\circ}$ before the voltage standing-wave ratio rises above 1.10 , the


Fig. 7.25.-Standing-wave ratio for a $3-\mathrm{cm}$ band choke-flange joint for various ungles of twist.
second model can be twisted more than $30^{\circ}$ under the same restrictions. The performance of the improved $10-\mathrm{cm}$ model is shown in Fig. $7 \cdot 29$.

In many cases the two-junction model would be sufficiently good. However, a still better $3-\mathrm{cm}$ model has been designed which will twist up to $60^{\circ}$. The limitation in the twisting of this joint is in the mechanical design; as far as electrical performance is concerned, the joint could twist a greater amount. This swivel joint, which is shown in Fig. 7•30, consists essentially of two of the two-junction joints separated by a half wavelength. It can be seen that the resulting distance between centers of the pairs of junctions is $3 / 4 \lambda_{g}$; therefore small residual mismatches in the two pairs of junctions cancel, thus further increasing the amount that the joint may be twisted. Here again the twist per junction is reduced for any given total twist. The performance of the $3-\mathrm{cm}$ four-junction joint is shown in Fig. 7-31.


Frg. 7.26. Standing-wave ratio for 10 -rim band choke-flange joint for various angles of twist.

lilu. 7.27.-Two-junction swivel joint.

It is interesting to inspect the performance curves to find the cause of this improvement. In Figs. 7.32 and 7.33 the voltage standing-wave ratio is plotted as a function of angle for various wavelengths for the two- and four-junction joints, respectively. These curves show that at a wavelength of 3.5 cm the impedance match of the two-junction joint changes rapidly at the end of its useful range of twisting ( $40^{\circ}$ ). At this same wavelength the four-junction joint can be twisted only twice as much. This indicates that the standing-wave ratio becomes so large that the addition of the extra pair of junctions does not help much in decreasing it, and therefore, that the


Fig. 7.28.~Performance of a $3-\mathrm{cm}$ band two-junction swivel joint. Triangles represent $10^{\circ}$ twist, squares $20^{\circ}$, and circles $30^{\circ}$. improvement is entirely the result of having half the twist per junction for the same amount of tota! twist in the four-junction joint as against the two-junction joint. However, at a wavelength of 3.2 cm , the two-junction


Fig. 7.29.--Voltage standing-wave ratio vs. $\lambda_{0}$ for different angles of $t$ wist of $10-\mathrm{cm}$ swivel joint.
joint is deteriorating at a slow rate at the position of maximum twist, so the addition of the two extra junctions allows more than twice the twist to be given.


Fig. 7-30.-Four-junction swivel joint.
The constructional details of the four-junction $3-\mathrm{cm}$ swivel joint are shown in Fig. 7•34. The individual sections are mounted in ball-bearing races. The twisting motion is transmitted by three wires running the length of the joint. Each wire is fastened to each section by a ball-and-


Fig. 7.31.-VSWR vs. $\lambda_{0}$ for a 3-cm band four-junction swivel joint for several angles of twist. Triangles represent $10^{\circ}$ twist, circles $20^{\circ}$, and squares $30^{\circ}$. socket joint, and the point of fastening is chosen so that when one end of the joint is $t w i s t e d$ each of the four sections is twisted, relative to the adjacent section, by one-quarter of the total amount. This design seems to be sufficiently sturdy. One sample has been tested by twisting through $\pm 60^{\circ}$ at a rate of 1 cps ; the test was stopped at the end of 3.5 million cycles, at which time the electrical characteristics of the joint were still unchanged from the original values, and the mechanism was still operating.

Some trouble was experienced with resonances in the $10-\mathrm{cm}$ swivel joint. At short wavelengths these resonances appeared only at large angles of twist; at long wavelengths these appeared at very small angles. The resonances apparently are not caused by reflections from the housing; at least efforts to remove the resonances by altering the housing design produced no results. The cause
of the resonances is not definitely known but it may be the excitation of the $T E_{21}$-mode in the region between the choke and flange. This mode is not excited normally but could be excited when the choke and flange are twisted with respect to one another. If this were the case, the trouble


Fig. 7.32.-VSWR as a function of angle of twist for two wavelengths for twojunction swivel joint.


Fig. 7.33.-.VSWR as a function of angle of twist for two wavelengths for fourjunction swivel joint.
might be eliminated by inserting thin partitions in the choke ditch as shown in Fig. 7•35. Such a partition imposes the requirement that the field across the choke ditch be zero at the partition, which would suppress the $T E_{21}$-mode.


Fig. 7.34.-Construction of the $3-\mathrm{cm}$ four-junction swivel joint.
High-power tests indicate that the $3-\mathrm{cm}$ joint will stand at least $200-\mathrm{kw}$ peak power at $1-\mu \mathrm{sec}$ pulse length, 500 pps . Except at points of resonance over restricted regions the $10-\mathrm{cm}$ joint will handle at least 1.1 Mw at $1-\mu$ sec pulse length, 420 pps. At these resonant points, which were mentioned in the preceding paragraph, breakdown appears
to occur between choke and flange at considerably lower power levels than when the resonance is absent.

The swivel joint has an advantage over the rotary joint in that it has fewer critical dimensions and is easier to construct. It has the disadvantage of being bulkier and heavier.
7.15. Hinge Joints.-A simple hinge joint can be made by mounting two pieces


Fig. 7.35.-Choke with TE $E_{1-}$ mode suppressor partitions.

(b)

Fig. 7.36--Simple hinge joints.
of waveguide, one with a choke, the other with a flange, in a housing which allows them to move as indicated in Fig. 7.36a. If an ordinary flange is


Fig. 737.-Performance of $E$-plane hinge joint for three different hinge angles. used, it is necessary to have the chokeflange separation large in order to allow oscillations of more than a few degrees. The flange is therefore beveled from the edge to the center, as shown in Fig. $7 \cdot 36 b$. This beveling allows a smaller


Fig. 7.38.-Performance of H -plane hinge joint for three different hinge angles.
choke-flange separation, and therefore an improved performance of the joint results. In the $H$-plane hinge joint the design is complete at this
point. A $3-\mathrm{cm}$ model has been made which will oscillate through an angle of $\pm 13^{\circ}$. An $E$-plane joint of this design has resonances; to remedy this trouble, the choke ditch has been plugged, as described in the discussion


Fir. 7.39.-E-plane 3-cm hinge joint.
of open choke-flange junctions in Sec. $5 \cdot 20$. The loss and voltage standing-wave ratio of the $3-\mathrm{cm} E$-plane and $H$-plane joints as a function of angle at various wavelengths are shown in Figs. 7.37 and 7.38 . The complete joints are shown in Figs. 7•39 and 7•40.

High-power tests show that, except as noted below, both the $E$-plane and $H$-plane 3 -cm hinge joints will handle 200 kw , at $1 \mu \mathrm{sec}$ and 500 pps , without sparking. However, when the choke-flange separation becomes


Fig. 7.40.- $H$-plane $3-\mathrm{cm}$ hinge joint.
less than 0.010 in. in the $H$-plane joint, sparking occurs between the choke and flange. When the $E$-plane joint is turned so that the choke and flange touch at one edge, sparking occurs across the choke ditch on the other side.

As one might expect, there is an appreciable amount of loss from
either type of hinge joint in the region of maximum displacement. This is not large enough to be serious from the standpoint of loss of transmitted power but may be serious if there are any sensitive detectors near by. It may also become serious if the housing around the joint is


Fig. 7.41.-Rectangular-choke hinge joint. One side-plate has been removed in the photograph.
incorrectly designed. If the design is such that some of the leakage power is reflected back into the joint, there may be a resonance between the housing and some part of the joint.

In an effort to make a hinge joint with less leakage, the design shown in Fig. $7 \cdot 41$ has been tried. This design is based upon a modification
of a British choke. ${ }^{1}$ The "flange" in this joint is the inner cylinder, whose axis is the axis of rotation of the hinge joint. The choke consists essentially of a T-stub, one-half wavelength deep, of the same width as the waveguide but of smaller height. The stub is folded along the line $A B C$, where $A B$ and $B C$ are each a quarter wavelength. Inspection of the figure will show that as the joint is displaced from the neutral position, there is no widening gap to allow leakage, as in the other type of hinge joint. However, the distance from the waveguide wall to the


Fig. 7.42.-Performance of rectangular-choke hinge joint at three wavelengths.
bottom of the choke ditch gets farther and farther from the correct value as the joint is bent. This causes an appreciable mismatch.

In Fig. $7 \cdot 42$ is shown a set of performance curves for a $10-\mathrm{cm}$ model of this joint. The joint does not appear promising although it could doubtless be improved; it has not yet been tested for resonances or power-handling capacity.
7.16. Universal Joints.-The universal joint is so named because its mechanical arrangement is like that of the common universal joint used in machines. The simplest electrical arrangement of such a joint has a standard rigid-line choke coupling on each piece of waveguide. The chokes are placed a small distance apart, so that the joint can move in a cone of limited angle. Since the rigid-line choke couplings are not designed to be used with a gap between them, the simple joint must be modified to make it satisfactory. The modifications are those to be

[^50]expected from previous discussions of other joints. (1) The surface of each choke is rounded in the shape of a cone, so that the two couplings can be used closer together; (2) the choke ditch is made wider, to approximate more closely the low-impedance-high-impedance condition; (3)

the depth of the ditch is changed so that the r-f leakage is a minimum; (4) the diameter of the ditch is altered to that which gives the optimum standing-wave ratio; (5) the ditch is plugged in order to remove resonances from the joint. The final design is shown in Fig. 7•43.

This joint was designed to operate over a wavelength range from 3.1 to 3.5 cm . In Fig. 7.44 is shown the voltage standing-wave ratio as a function of wavelength for various positions of the joint. The joint has been tested at powers up to $100 \mathrm{kw}, 1-\mu \mathrm{sec}$ pulse width, 500 pps ,


Fig. 7.44.-Performance of $3-\mathrm{cm}$ band universal joint in three angular positions.
without breakdown. This joint has appreciable losses at large angles just as hinge joints have. The losses are considerable in that, if there is some reflection from the housing, it appears as an appreciable mismatch at the joint. In one instance, the change in the housing from the original design made the performance of the joint worse. For this


Fig. 7.45.-Radial-choke universal joint.
reason, the housing should be designed with care, in order to avoid resonances.

Some work has been done with another type of universal joint which, it is hoped, will be satisfactory over greater angles and will allow less r-f leakage. The design of this joint is illustrated in Fig. 7•45.

A radial choke is used rather than the more conventional folded choke. The moving waveguide ends in a flange, the outer surface of which is in the shape of a sphere. This rides in a housing of the same shape. The break between these two parts is at the same distance from the rectangular waveguide as the ditch of a conventional choke would be and is, therefore, at a current minimum. This design feature removes the need for a mechanical contact between the two parts. The inner flange is connected by an external linkage to another ball-and-socket joint which forms the bearing for the assembly, holding the two waveguides in a definite position relative to one another. Since this spherical surface is the supporting bearing, the inner flange does not touch the


Fig. 744.-Reflections from radial-choke universal joint.
choke but, instead, clears it by a small amount, thus preventing a variable contact from affecting the operation of the joint. The radial choke is designed to have a good low-impedance-high-impedance ratio by making the first quarter-wave section small in height, and the second section greater in height. This joint does not give so much trouble with r-f leakage as the conventional one.

Unfortunately, not enough work has been done on this joint to prove its worth. Resonances are present, which could presumably be removed by some sort of plugging scheme. If the resonances were removed, the joint might be quite satisfactory. It might be possible to get a larger angle of motion with this joint than with the conventional type. The variation of the standing-wave ratio with wavelength for the straightthrough position of the joint is shown in Fig. 7•46.

## MOTIONAL JOINTS COMBINING COAXIAL LINE AND WAVEGUIDE

By F. L. Nieman

7.17. General Considerations.-As discussed in the introduction to this chapter, the design of a motional joint capable of continuous rotation for a microwave transmission line requires the use of a symmetrical field configuration. This may be the dominant coaxial mode (TEM-mode), or either the symmetrical $T M_{01}$-mode or a circularly-polarized $T E_{11}$-mode in round waveguide. When rectangular tubing is used for the waveguide transmission line, as is generally the case in modern microwave systems, transitions from the $T E_{10}$-mode in rectangular waveguide to one of the symmetrical modes in coaxial line or round waveguide are necessary. The problem of designing well-matched transitions for this purpose is discussed in Chap. 6. Where such transitions are used to provide a symmetrical field for a rotary joint it is usually desirable and sometimes advantageous to design the unit so that it may include the transitions.

Rotary joints in round waveguide for use with rectangular-waveguide transmission lines are discussed in Secs. $7 \cdot 4$ through $7 \cdot 13$. In these, the propagation of several possible modes and resonances due to the proximity of the two mode-exciting transitions and the possibility of using a circularly polarized asymmetrical mode, all present many new problems. However, most of these problems do not arise in the design of wav $\epsilon$ guide rotary joints using the coaxial mode. Asymmetrical fields excited by the transition discontinuity are attenuated to a negligible value in a very short distance so that joints of this type are almost never short enough to give rise to resonance effects between transitions. Thus, the chief requirement for a useful rotary joint with combined coaxial line and waveguide is the design of a well-matched transition from coaxial line to waveguide. The only further requirement placed upon the mechanical design of the joint is that it should not allow variation in the transition characteristics during rotation. Any of the types of transition from coaxial line to waveguide described in Chap. 6 may be used in the design of a coaxial rotary joint for a waveguide line. Some examples of different transitions applied to this type of rotary joint are given in the following paragraphs. The details of mechanical construction such as the types and arrangements of bearings and pressure seals will be discussed only in so far as they differ from those for the coaxial rotary joints treated in Secs. $7 \cdot 1$ through $7 \cdot 3$.
7.18. Rotary Joints with Cross-transition from Coaxial Line to Waveguide.-The first coaxial-line-to-waveguide transition developed, and therefore the first applied to rotary joints, was that in which the coaxial line crosses the waveguide as shown in Fig. 6.8a. A discussion
of the matching of this type of transition by variation of the lengths of the coaxial and waveguide short-circuited sections is given in Chap. 6 together with specific examples. A possible arrangement using this transition in the design of a rotary joint (as developed for $3-\mathrm{cm}$ wavelengths by the Sperry Gyroscope Company) is shown in Fig. 7•47. The coaxial chokes and mechanical details are similar to those for the coaxial rotary joints. This joint and transition have had but, limited application since they are rather frequency-sensitive compared with other types. Although the ball in the transition region does effect a slight improvement in the bandwidth, such transitions; have standing-wave ratios less than the desired limit of about 1.1 over a frequency band of only a few per cent.
7.19. Rotary Joints with Probe Transitions.--A design, ako for $3-\mathrm{cm}$ wavelengths, of a coaxial rotary joint between waveguides with probe transitions from coavial line to waveguide is shown in Fig. 7•48. Seal and bearing details are not given. This type of transition (see Sec. 6.9 ), and therefore this rotary joint, if properly constructed, provides a good impedance match (voltage stand-ing-wave ratio of less than 1.2) over a frequency band of about 10 per rent in width. In practice, the


Fig. 7.47. 3-cm wavequide wary joint using coaxial mode with (reoss thansition. advantage of the broad hand obtained from the probe transition is somewhat offset by the fact that the electrical characteristics of the tramsition are sensitive to the probe depth and centering. These dimensions are difficult to hold accurately in stub-supported assemblies. In the rotaryjoint application, the problem is complicated further by the relative motion between one waveguide section and its exciting probe. If the assembly is not properly centered a variation of the impedance with rotation orcurs. However, this type of joint requires no coaxial chokes
on the center conductor, a fact which greatly facilitates mechanical construction, particularly for the small dimensions necessarily used at $3-\mathrm{cm}$ wavelengths.


Fig. 7.48.-Waveguide rotary joint with probe transition for $3.2-\mathrm{cm}$ wavelength.
7.20. Rotary Joints with Combinations of Transitions.-Two rotary joints for $3-\mathrm{cm}$ wavelengths having probe transitions combined with a loop-coupling or a crossbar transition have been developed at the Bell


Fig. 749.-3-em coaxial rotary joint between wavegnides with pobe and mossbar transitions.

Telephone Laboratories. Joth these designs eliminate the stub support for the coaxial center conductor, which allows a shorter and more compact design. One of these, shown in lig. $7 \cdot 49$, uses a probe transition
on one end and a crossbar transition on the other. ${ }^{1}$ The design and characteristics of this crossbar transition are discussed in Sec. 6.9. The impedance match of the probe transition as a function of frequency is slightly better than that of the crossbar transition. The combination in this rotary joint introduces a voltage standing-wave ratio of less than 1.1 for a frequency band of about 12 per cent. Different lengths of coaxial line between transitions were tried, and it was found that those with lengths of $\frac{5}{8} \mathrm{in}$. or more between the inner wall surfaces of the waveguides gave no variation of impedance with rotation, indicating that the higher asymmetrical coaxial modes are either not strongly excited or are damped to negligible values in a very short length of coaxial-line.

A similar joint using an "in line" loop- or magnetic-coupling transition between the coaxial line and the waveguide in place of the crossbar transition is shown in Fig. 7.50. ${ }^{2}$ This arrangement permits the rotation of one waveguide section about an axis perpendicular to the axis of the other, an arrangement that is advantageous in certain applications. The probe transition in this design is identical with that in the unit just described except that the matching parameters, the waveguide end-plate distance, and the probe depth have all been adjusted to give a match over a slightly different wavelength band. The bandwidth and the excellence of match are essentially the same. However, the loopcoupling transition is considerably more frequency-sensitive than is the crossbar type. The combination has a bandwidth of about 5 per cent for a voltage standing-wave ratio of less than 1.1.

In this design, an improved technique is used in eliminating the effects of the discontinuity in the coaxial line. First, each coaxial choke consists of two quarter-wavelength sections of different impedance, an arrangement that increases the wavelength range over which the chokes are effective. Second, a section of lossy dielectric is provided between the choke and the bearing to attenuate further any power leaking from the coaxial line. This is sometimes necessary on joints used in highpower systems to prevent leakage that can cause interference with receiving components and even damage to the bearing itself.

Joints of both designs have been tested and found satisfactory at voltages corresponding to pulse powers of 100 kw at atmospheric pressure. Since this much power was not available for $3-\mathrm{cm}$ wavelengths at the time, the equivalent power was obtained by the introduction of standing waves in the transmission line of which the joint is a part (see Chap. 4). Further tests at pressures reduced sufficiently to cause breakdown showed
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that, in each joint, failure is most likely to occur in the waveguide at the probe. In each case, breakdown occurred at about the same values of pulse power and pressure indicating that the joints should be rated at the same power, which is probably not greatly in excess of 100 kw .

It is worth noting, since data for comparisons are given in Chap. 6, that the bandwidths obtained in these units are not necessarily to be expected at other wavelengths when the various standard sizes of waveguide and coaxial line are used. For example, the bandwidths obtained for the crossbar and loop-coupling transitions in these rotary joints are somewhat larger than those which result from similar matching techniques applied to the same type of transition at $10-\mathrm{cm}$ wavelength using standard $1 \frac{1}{2}-\mathrm{in}$. by $3-\mathrm{in}$. by $0.080-\mathrm{in}$. wall waveguide and one of the standard 50 -ohm coaxial lines. The reason for this is that the sizes of coaxial line and waveguide for these 3 -cm transitions are larger relative to the wavelength than are those for the standard $10-\mathrm{cm}$ waveguide and coaxial lines. This makes for the decreased frequency sensitivity of the $3-\mathrm{cm}$ units in two ways. First, since the impedance of the guide is slightly less and the impedance of the coaxial line is considerably greater than for the $10-\mathrm{cm}$ transitions, the discontinuity between these is appreciably less, thus reducing its frequency sensitivity. Second, the $3-\mathrm{cm}$ units operate at frequencies farther from the cutoff frequency; that is, the ratio of the guide wavelength to the cutoff wavelength is less. Consequently, the variation of the guide wavelength, and therefore the electrical dimensions of the transitions, with frequency is less (see Secs. $2 \cdot 15$ and 6.9). These are, of course, relative considerations based upon the electrical properties of the transition as a function of its geometrical configuration and do not alter the fact that a microwave component is more sensitive to changes in dimension at shorter wavelengths than at longer ones. One-thousandth of an inch at 10 cm is still 1 mil at 3 cm , but it is a larger fraction of a wavelength, and the construction tolerances are correspondingly less.

### 7.21. High-power Rotary Joints with Doorknob Transitions.-Transi-

 tions from coaxial line to waveguide designed to carry pulse powers up to the limit of the coaxial line are discussed in Sec. 6.9 . In the most. successful of these, the center conductor of the coaxial line terminates on the opposite side of the guide from the junction (for a right-angle transition) in a knob which is of the proper size and shape to permit impedance-matching and which has a "streamlined" or rounded contour to minimize the likelihood of breakdown. These have had their greatest application in rotary joints at the 8 - to $11-\mathrm{cm}$ wavelengths for two reasons. First, the need for such a high-power joint arose because there was, at the time, proportionately more power available at these wavelengths than at shorter ones. Second, coaxial rotary joints or those witlicombined coaxial line and waveguide were used almost exclusively at these wavelengths since the sizes of the round waveguide required result in rather large and unwieldly units. Further, very satisfactory roundwaveguide rotary joints had been developed for the 1.25 - and $3-\mathrm{cm}$ wavelength bands (see Secs. $7 \cdot 4$ through $7 \cdot 13$ ).

The two units to be described here have been used, to a considerable extent, in radar systems designed to operate at pulse powers up to 1 Mw . No breakdown trouble has been experienced, and there are indications that properly constructed units of these designs should be usable at pulse powers up to nearly 1.5 Mw in well-matched transmission lines (see Chap. 4). These joints, if well made, introduce reflections of 1.2 or less in voltage standing-wave ratio for a 10 to 12 per cent band. As discussed in Sec. 6.9, the electrical properties of the doorknob transition are critical as to variations in dimensions; and considerable care is required in the assembly of these joints in order to achieve the quality of match just stated. Data on the match as a function of wavelength for preliminary production models of one design will be given later.

The first of the two designs used most extensively is shown in Fig. $7 \cdot 51 .^{1}$ It is designed for $1 \frac{1}{4}$-in. coaxial line and utilizes a hemispherically shaped doorknob with a built-in choke section to provide for relative motion between the center conductor and the doorknob at either end. It operates at 8 - to 9 -cm wavelengths. The capacity or choke couplings on the outer conductor are of the standard type for coaxial rotary joints. On both the inner and the outer conductor these choke sections follow the conventional principle for broadband choke couplings, having, in series, two quarter-wavelength sections of different impedances. However, because of space limitations, the second (larger impedance) section for the center-conductor coupling at the doorknob is a so-called "disk resonator" in which an equivalent quarter wavelength-that is, the distance from the short circuit to a voltage maximum-is somewhat longer than one-quarter of the free-space wavelength (see Sec. 4.8).

This design is an example of symmetrical construction in which choke couplings are provided for both the inner and outer conductors at both ends of the joint, which makes it possible to remove separately either transition and the coaxial center conductor. This is a desirable feature in many installations but not necessarily an essential one either mechanically or electrically.

In joints operating at pulse powers of 1 Mw it has been found that the coaxial choke couplings allow sufficient leakage to cause actual burning of the bearing surfaces. This is particularly true of the choke sections on the center conductor where the field strength is greatest. No difficulty has, as yet, been experienced with the choke sections and
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Fig. 7 51.-1 $\frac{1}{\frac{1}{4}}$-in. coaxial rotary joint between waveguides for 8 to 9 cm .
bearings for the outer conductor, in joints operating at these powers.


Fig 7.52.-Diagram of $10-\mathrm{cm}, 1 \frac{5}{8}-\mathrm{in}$. coaxial rotary joint between waveguides.

To prevent this highly undesirable effect a section of lossy dielectric, consisting of a specially prepared, finely powdered iron (such as polyiron) in either a ceramic or phenolicresin base, is placed between the choke coupling and the bearing. Bushings $\frac{1}{2}$ in. long and $\frac{1}{4}$ in. thick with $\frac{1}{32}-$ in. spacing between the rotating conductor and the bushing provide adequate protection from leakage.

A design for a pressurized, highpower, $1 \frac{5}{8}-\mathrm{in}$. coaxial rotary joint between waveguides operating at $10-$ to $11-\mathrm{cm}$ wavelengths is shown in Fig. 7.52 and a model is pictured in Fig. 7-53. Designed for airborne operation, it has a pulse-power breakdown rating of 1500 kw at atmospheric pressure and of 3000 kw at $25-\mathrm{lb}$ pressure on a matched line. These ratings are for a $1-\mu \mathrm{sec}$ pulse at 500 cps repetition rate. The general design for this joint is the same as that for the one just discussed except that it has capacity couplings at only one end and uses a different shape of doorknob. Since this doorknob is larger (for the longer wavelengths) than that in the previous design, it has been possible to build the choke coupling for the center conductor entirely within the doorknob in the form of a folded coaxial line.

Figure $7 \cdot 52$ also shows a proposed method for using the center conductor of this coaxial rotary joint to carry a second concentric coaxial line. This may be used with a second antenna for a separate receiving system or low-power radar
interrogation system, for example. The use of a single rotating scanner mechanism for two systems is a very great advantage in many installations.

The voltage standing-wave ratio as a function of wavelength averaged for several of the first production models of this design is shown in Fig.


Fig. 7.53.-Photograph of $10-\mathrm{cm}, 1 \frac{5}{8}$-in. coaxial rotary joint between waveguides.


Fic. 7.54 . -VSWlR vs. wavelength for $1_{8}^{5}$-in. coaxial rotary joint with doorknob transition.
7.54 . These results are within tolerable limits but it should be possible to improve upon them as the accuracy of production techniques increases. Within the limits of measurement (voltage standing-wave ratios of 1.01 ) these joints exhibit no change of impedance with rotation.

## CHAPTFR 8

## TUNERS, POWER DIVIDERS, AND SWITCHES

By G. L. Ragan and F. I. Niemann ${ }^{1}$<br>TUNERS (VARIABLE IMPEDANCE TRANSFORMERS)

Appifations and General Pirinciples
8.1. Applications.-Variable impedance transformers are used to alter the impedance at points on the input side of the lines in which they are inserted. A transformer of a general type, frequently referred to as a "tuner" or as an "impedance matcher," is capable of altering both the magnitude and the phase of the standing-wave pattern in the input line. A less general but very important type, commonly referred to as a "phase shifter" or "line stretcher," does not alter the magnitude of the standing wave existing in the line in which it is inserted but acts simply as a line section of variable length, thus shifting the phase of the input standing-wave pattern.

It may be found helpful to classify the various tuners according to their functions, which are:

1. That of introducing a prescribed impedance at some reference point in the input line with the output line terminated in its chatacteristic impedance.
2. The inverse function, frequently referred to as "matching a line," of causing no standing wave to appear on the input line when, the output line is terminated in an arbitrary impedance.
3. The function of causing a prescribed impedance to appear in the input line when the output line is terminated in an impedance other than the characteristic impedance of the line.

A number of legitimate applications of variable impedance transformers will be found, expecially in connection with laboratory test and design work. The use of such circuits is not to be considered, however, as an easy substitute for careful design of matched circuits. It was pointed out in Sec. 2.14 that a matched transmission line is an aid in achieving broad bandwidth, low line losses, high power-handling capacity, and transmitter-tube stability. If the matched condition is maintained all along the line, these objectives will be more fully realized

[^53]than if an attempt is made to match a poorly designed line by means of a variable impedance transformer.

When used as a supplement to a carefully made line, an impedance transformer, especially one of the phase-shifter type, may be required in order to achieve oscillator stability. The use of a phase shifter is especially recommended in connection with long transmission lines, and it is of paramount importance if the oscillator is to be tuned to a particular frequency. The reasons behind this requirement are discussed in Vol. 6.

Unless the use of a variable impedance transformer is demanded by the transmitting tube for the reasons indicated in the preceding paragraph, it is considered unwise to include one in an engineered r-f system. Usually the improvement in performance is too small to justify the effort expended in obtaining proper adjustment and in making the frequent readjustments required. For this reason, the adjustment is apt to be poorly made or readjustment neglected, with the result that on the average the performance of the system is worse with the variable transformer in place than it would be without it.

The principal applications of variable impedance transformers are (1) in test work in the laboratory in which it is desired to achieve some required impedance accurately and (2) in engineered r-f systems in those instances where their use is demanded in order to achieve stable transmitter operation or operation at a prescribed frequency.
8.2. General Principles; Use of Impedance Charts.--In general any obstacle inserted into a uniform transmission line in which a pure traveling wave exists will cause part of the power in this traveling wave to be reflected back toward the generator, thus setting up a standing wave in the input line. The impedance at any chosen point in the input line is thereby altered, and the new impedance may be determined, by means of the relationships developed in Chap. 2, from a knowledge of the magnitude and phase of the standing-wave ratio at that point. Although the magnitude and phase of the wave transmitted past the obstacle will bear a new relationship to those of the incident wave, it is not possible for the obstacle to set up in the output line a wave traveling back toward the generator, that is, toward itself. Therefore, the impedance at all points in the output line remains equal to the characteristic impedance of the line. Thus the insertion of the obstacle has resulted in an impedance transformation.

It is convenient to represent the effect on the impedance at some closen reference point in the input line by means of an impedance (or admittance) (hart. The type of chart found best suited to most discussions of impedance tuncrs is the smith chart, Fig. 229. An analysis of the effect of inserting a thin wire or screw through a small hole in
the center of the broad face of a rectangular waveguide affords a good example of the use of such a chart. It is found (Vol. 10 of the Series) that the admittance in the waveguide at the position of the screw starts from the center of the chart, for zero insertion of the screw, and moves continuously out along the semicircle $C$ of Fig. 8.1 as the screw is inserted. This semicircle $Y=1+j B$ is the locus of input admittances to which the screw may transform the output admittance $Y=1+j 0$. The semicircle $C$ represents the admittance at the screw and at positions an


Fig. S-I.-Adnitanre conours for serew in waveguide.
integral number of half wavelengths toward the generator from the screw. If some other point in the waveguide is chosen as the reference point, the corresponding contour of admittances may be obtained simply by rotating the semicircle $C$ through the appropriate angular distance on the chart. For example, if it is desired to represent the admittance contour at a point in the waveguide which is one-eighth wavelength toward the generator from the screw, a $90^{\circ}$ clockwise rotation of the semicircle $C$ to the position $D$ is required.

The representation on a Smith chart of such a transformation of an
admittance contour along the line is facilitated by the use of a tracingpaper overlay, as indicated by Fig. 230. The tracing paper is pivoted at the center of the chart, the index at the zero of the wavelength scale is marked, and the given admittance contour $C$ is drawn. The paper is then rotated so that the index indicates the proper distance in wavelengths. The new position of the given contour with respect to the chart beneath represents the admittance at the point indicated on the wavelength scale. The Smith chart may, of course, be used as an impedance chart in exactly the same way. In addition, if at any time it is desired to convert from impedance to admittance, or vice versa, a simple half turn of the tracing paper produces the desired result. These features of the Smith chart make it ideally suited to discussions of variable impedance transformers.

A circuit provided with a single variable parameter (in the given example, the circuit was a screw in a waveguide) is capable of accomplishing a certain degree of impedance (or admittance) transformation; that is, at any chosen position in the input line, a certain admittance contour may be described. In order to be able to introduce, at any given point, impedances other than those on this contour, one or more additional variable elements are needed. One of the most effective ways of supplying this need, and one that is extremely easy to evaluate on a Smith chart, is to vary the position of the screw along the line. This may be accomplished, in a manner described more fully in Sec. 8.10, by inserting the serew through a longitudinal slot in the waveguide. If the screw is first inserted, for example, at a point one wavelength from the reference point in the input line, the admittance contour $C$ of Fig. 8.1 may be obtained. At a screw insertion corresponding to any point on this contour the screw may be moved along the line by any distance. a half wavelength of motion corresponding to a complete rotation of the tracing paper. Thus the curve $C$ sweeps over the entire area of the chart, indicating the fact that a sliding-screw tuner is capable of introducing any admittance into a matched line.

The sliding-screw tuner has been discussed at some length in order to illustrate the general method of predicting the area of the admittance chart which may be presented to the input line by a given variable impedance transformer when the output line is matched. It is also of interest to know what region of output-line impedances may be transformed by a tuner into a matched input line. If the tuner is reversed in the line, so that the reference point formerly on the input side is on the output side, the problem is easily solved. Of course if the tuner is symmetrical with regard to input and output ends, as most are, it is not necessary to carry out an actual reversal of the circuit. It is easily shown that the region of output-line impedances (referred to the refer-
ence point now in the output line) that may be matched by the reversed tuner is the complex conjugate of the region covered by the tuner in it, original position with output line matched.

It is somewhat more convenient to treat a tuner in the matehedoutput condition and then take the complex conjugate of the resulting region if this tuming characteristic is desired. The complex conjugate of a region plotted on tracing paper in the manner described may be obtained by merely turning the sheet over, keeping the real axis in the same position before and after turning. The merits of a tuner are usually judged on the basis of the maximum standing-wave ratio, occurring in any phase in the output line. which can be tuned to $r=1$ in the input line. It does not seem worth while to transform to the conjugate region, therefore, since the maximum standing-wave ratio is the same as in the region originally obtained. In the examples presented in the following sections the admittance (or impedance) region plotted will be that which may be obtained at the indicated reference point in the input line.

There remains the more general problem of transforming an output impedance differing from the characteristic impedance of the line into a pressribed input impedance. Since this problem involves a double set of variables, it is more difficult to analyze than those previously discussed.

## Coaxial Line Tuners

8.3. Short-circuiting Plungers.-In order to prepare the way for a discussion of coaxial-stub tuners, it is first necessary to discuss means of achieving a perfectly reflecting termination of variable phase. Such a device has other applications as well, one of which will be discussed in Sec. 8-18. It has become common practice to refer to such a reflecting termination as a short-circuiting plunger although a complete reflection of any phase will suffice, and the effective position of the short circuit in a given design is usually dependent on the operating wavelength.

The obvious approach to the problem is to insert into the line a tightly fitting metal plunger of the type sketched in Fig. 8.2a. It is very difficult, and in fact impractical, to obtain a plunger which moves with sufficient ease and at the same time makes good contact with the conductors. This consideration is extremely important, since a poor contact presents an undesirable series resistance to the currents flowing between the coaxial conductors, and leads to power loss and to erratic behavior.

The use of metallic fingers, indicated by Fig. $8 \cdot 2 b$, offers a very effective means of reducing the contact resistance. At the samo time, the current flowing in the line at the point of sliding contact is reduced to zero since the tips of the fingers are a quarter wavelength from the current maximum which occurs at the short-circuited end of the coaxial
cavity formed by the plunger. The fingers should be made of a springy metal such as beryllium copper, phosphor bronze, or spring brass. They should be given an initial deformation in order that the restoring force maintains pressure at the contacts when they are inserted into the coaxial line. It is essential to provide good contact since the current is zero only at the exact wavelength for which the plunger cavity is a quarter wavelength long. For reasonably broad bands the current is still considerably smaller than that in the plain plunger of Fig. $8 \cdot 2 a$ to

which it is related by the cosine of the electrical angle of the plunger cavity.

Another method of reducing the current flowing in the sliding contact is shown in Fig. 8-2c. The principle involved is that of the folded half-wavelength capacity or choke coupling discussed in Sec. 2.17. Separate half-wavelength sections are used to couple from the plunger to the outer conductor and from the plunger to the inner conductor. In each case the sliding contact comes at the low-current point in the folded-line section. The principles of design discussed in Sec. $2 \cdot 17$ apply here as well. The important points to remember are these:

1. The impedance of the two capacity-coupling sections formed between the coaxial-line conductors and the plunger should be as low as is practical. This means that the clearance between this part of the plunger and coaxial-line conductors should be made as small as is consistent with the requirement that the plunger
must not come into actual contact with the coaxial-line conductors at any point along these capacity-coupling sections.
2. The impedance of the folded-choke sections contained within the plunger should be made as large as possible.
3. The resistance at the sliding contacts should be made as small as possible.

Of the three types of plungers illustrated by Fig. 8.2, that of Fig. 8.2c modified in the manner indicated in Figs. $8 \cdot 3$ and 8.4 has been found


Fia. 8.3.-Capacity-coupled, short-circuiting plunger.

lig. 8.4.-Capacity-coupled, short-circuiting plunger.
to be best for most purposes. . Its principal advantages over the other types are found to be these.

1. It presents a more nearly perfect reflection of power (that is, its losses are lower).
2. It is necessary to make only one short set of fingers, and the contact provided by them need not be extremely good since the alternation of high and low impedances in the coupling section reduces the importance of the contact resistance (see Sec. 2•17).
3. The alignment of the outer and inner conductors of the coaxial line into which the plunger is inserted need not be especially good, since the one set of fingers can be made very flexible and the clearance between the plunger and the outer conductor can be large enough to permit considerable misalignment of the conductors.
4. Although this plunger has approximately the same over-all length as the plunger of Fig. 8.2b, it presents a short circuit at its input end whereas the simple plunger with fingers presents an open circuit. This feature of the choke plunger permits the design of a more compact stub tuner as will be shown in Sec. 8.7.
5. When the three designs are considered from the point of view of ease of manufacture, especially in the light of the second and third points of this enumeration, most manufacturers would find the plunger of Figs. 8.3 and 8.4 easier to make.

In certain applications the fingers shown in Figs. 8.3 and 8.4 may be omitted entirely, and manufacture is thus made still simpler. If this is done, however, one must consider the impedance presented at the plunger by the section of line behind the plunger, through which the rods moving the plunger extend. This impedance appears in series with the high impedance of the folded choke, and for certain plunger positions the combination will become resonant resulting in large losses and anomalous behavior of the impedance at the input end of the plunger. The coupling to this section of line behind the plunger may be reduced by adding to the plunger, in the region where the fingers are omitted, a metal sleeve having an outer diameter nearly equal to the inner diameter of the outer conductor. The resonance will thus be sharpened; that is, it will be noticeable over a smaller range of plunger positions. If the wavelength range used and plunger motion required are small enough, the length of the line behind the plunger may be chosen to avoid trouble due to the resonance.

As a matter of fact, there is a very slight, but noticeable, coupling to the line behind the plunger even when the construction indicated in Figs. 8.3 and 8.4 is used. For a plunger of this type used in a $\frac{7}{8}-\mathrm{in}$. coaxial line at a wavelength of 10 cm , it was found that an extremely sharp resonance occurs at certain plunger positions. In this particular example, all metal parts were gold-plated. The input standing-wave ratio was measured as a function of plunger position. For one sharply defined position, the input SWR dropped to about 36 db , while for all other positions it was about 45 db . It was found possible to remove all signs of this resonance by introducing some absorbing material into the line behind the plunger. Any absorbing material that presents a fair match to the characteristic impedance of the line should be satisfactory for such a purpose. One arrangement that was found to give good results was to place a thin washer of polyiron ${ }^{1}$ material against. the metal end cap through which the rods that move the plunger extend.

[^54]8.4. The Sliding Series Stub Tuner.-A tuner of this type is in theory one of the simplest of coaxial-line tuners, yet it is capable of canceling standing waves of any magnitude or phase. It has been described by M. S. Glass ${ }^{1}$ whose design is presented in Fig. 8.5. The plunger in the stub may be moved through a distance of half a wavelength or more, and the whole outer assembly including the stub may be moved through a similar distance. The details concerning the contacts between this assembly and the outer conductor of the line and the effect of the increased outer-conductor diameter in the region of the stub will not be considered in the preliminary discussion.


Fig. 8.5.-Sliding series stub tuner.
The discussion of Sec. $8 \cdot 2$ in connection with a sliding-screw tuner applies also to the sliding-stub tuner, with slight modification. Whereas the screw inserted into a waveguide behaves as a shunt susceptance, the stub of Fig. 8.5 acts as a series reactance. Unlike the screw, which for reasonable lengths acts only capacitively, the stub may add reactance of either a capacitive or an inductive nature. The impedance in the line at the point where the series stub joins it is $Z=1 \pm j X$, as indicated by the circle $C$ of Fig. 8.6. Since the distance between any chosen reference point in the input line and the stub position may be varied by at least half a wavelength, the circle $C$ may be rotated through $360^{\circ}$ and may thus cover the whole impedance plane. It is therefore obvious that this tuner can introduce standing waves of any phase and amplitude when its output line is matched. By the arguments of Sec. 8.2, it may also tune out a standing wave of any phase and amplitude, and it may match any output impedance to any input impedance.

The plunger used in the stub is one that was not described in the preceding section dealing with coaxial-line plungers. A coiled spring that fills the space between outer and inner conductors is used. It is,

[^55]in its free state, somewhat larger and is therefore under a compressional strain, which leads to low contact resistance.

The contacts between the outer conductor and the sliding assembly are of the finger type discussed in the preceding section. In this case, however, the full line current flows in the contacts; hence the need for low-resistance contacts is obvious. The construction of fingers that will give the required quality of contact and maintain it in service appears to offer a serious problem. Perhaps a capacitance-coupling scheme such as that used in the coaxial phase shifter (to be described in Sec. 8.7) would prove more suitable. One disadvantage of such a change, however, is that a larger change of outer diameter results.


Frg. 8.6.-Impedance diagram for sliding-stub tuner.
The effect of the change in outer diameter is twofold: the characteristic impedance in that part. of the line is increased, and an effective shunt capacitance is introduced at each end because of the well-known junction effect. The characteristic impedance could be restored to equality with that of the line by the proper increase of the diameter of the inner conductor, and the junction capacitance could probably be well compensated in the manner suggested by Fig. 6.5d. In the original design the higher-impedance line is made an integral number of half wavelengths long; thus when the stub is in its null position (zero added reactance) the line section gives the one-to-one transformation ratio characteristic of lines an integral number of half wavelengths long.

Although one or more of the refinements mentioned may be worth while in contributing to the ease of adjustment of the tuner, none of them is really required for tuning any output impedance to any input impedance. This statement may be checked by considering a halfwavelength section of the high-impedance line, which also contains the
stub, as the actual variable transformer, and the remaining end portions containing junctions as output and input transformers. Obviously any output impedance transformed through the output transformer is still a general impedance. And any required input impedance may be obtained by presenting the appropriate impedance to the input transformer.


Fig. 8.7.-Double-slug tuner with dielectric slugs.
8.5. Slug Tuners.-Tuners of this type have some very desirable characteristics, both from the standpoint of use and from that of fabrication. The tuner shown in Fig. 8.7 is particularly easy to analyze and has been found satisfactory for applications in which the power level is not excessive and the required tuning range is only moderately large.

Each dielectric bead, commonly referred to as a "slug," acts as a quarter-wavelength transformer of impedance $Z_{T}=Z_{0} / \sqrt{k_{e}}$, introducing a VSWR of magnitude $k_{e}$. The slugs may be moved along the line by


Fig. 8.8.- Double-slug tuner for small standing waves.
means of dielectric handles extending through a longitudinal slot in the outer conductor, as indicated in the design shown in Fig. 8.8. As the spacing $S$ between the slugs is varied, the standing-wave ratio introduced by the pair varies from unity to a maximum value equal to $k_{e}^{2}$, the product of the individual values of VSWR, as indicated by Items $6 a$ and $6 b$ of Table $2 \cdot 2$. The standing-wave ratio is a maximum for $S=\lambda_{0} / 4$ and is equal to unity when $S=0$, when the two slugs join to form a single half-wavelength section of line.

The magnitude of the standing-wave ratio as a function of the angular separation $360^{\circ}(S / \lambda)$ is given in Fig. $8 \cdot 9$ for slugs of several dielectrics. When the separation is $S=\lambda_{0} / 4$, the maximum standingwave voltage ratio $r=k_{e}^{2}$, is introduced. Assuming the generator to be on the left in Fig. 8.6 and assuming the output line to be matched, the input end of the left-hand slug is at the reference point indicated. The input impedance at this point is real and equal to $1 / k_{e}^{2}$, as indicated in the impedance plot of Fig. 8•10, which gives the impedance at the reference point for slugs of dielectric constant 2.56 (polystyrene). By means of an impedance chart or by application of the transmission-line equation, Eq. (2.41), it may be shown that, for other values of $S$, the impedances are those indicated in Fig. 8. 10.

It is evident from the impedance chart that there is little change in the phase of the standing waves introduced as $S$ is varied if the center of the combination is kept at a fixed point in the line. The phase shift $\delta$ of the minimum of the standing-wave pattern from the reference point is plotted as a function of the angular separation $360^{\circ}(S / \lambda)$ in Fig. 8•11. The voltage minimum is shifted slightly toward the load from the reference point.

One method of changing the separation of the slugs without


Fig. 8.9.-Standing-wave ratio of double-slug tuner of Fig. 8.7 for values of $K_{e}=2,3,4,5$. moving the center point can be seen from Fig. 8•12. The two slugs are fastened to the small blocks that are moved along the slot by the oppositely pitched threads of the upper screw. Turning this screw gives control over the magnitude of the VSWR introduced. The phase of the standing wave may be varied by turning the lower screw that moves the whole slug assembly. This adjustment has the effect of rotating the impedance contour of Fig. 8•10, sweeping out the entire shaded area of the impedance diagram. Any impedance within this area may be introduced when the load is matched, and any load whose impedance lies in this area can be matched to the input line.

The screw arrangement just described is found to be too slow for work involving large adjustments. For such applications the mechanical
arrangement of Fig. 8.13 is preferable. The whole assembly is moved along by means of a fast-motion rack-and-pinion drive.

The slug tuner in this form has been found to be extremely useful for introducing known impedances to magnetrons for the purpose of studying their load-impedance characteristics. The fact that the magnitude and phase of the standing wave may be separately varied makes it easy to obtain a uniform coverage of the impedance chart. For this


Fig. 8.10.-Impedance of dielectric slug tuner of Fig. 8.7, $K_{e}=2.56 . \quad S$ is measured in wavelengths.
application it is desirable to be able to introduce high values of VSWR, the usual requirement being about $r=10$. This requires a high value of dielectric constant or the use of metallic slugs partly filling the line. Since the power levels are high, the metallic slugs, which give better high-power performance, are used.

Each slug is suspended from a separate carriage by means of two mica sheets projecting through two longitudinal slots cut in the sides of the outer conductor. The two carriages are connected by means of a metal strip that is fastened to the top surface of the carriage on the left. A screw projects upward from the carriage on the right through a slot in the strip. By tightening a wing nut on this screw, the strip is fastened to the right-hand carriage with the carriages at the desired separation.

The two carriages then move together with this separation, as the pinion gear is turned by the crank shown.

A larger drawing of the metal slug used appears in Fig. 8.13. It was designed for use in the $1 \frac{5}{8}-\mathrm{in}$. line at a wavelength of about 10 cm , and a tuner using a pair of such slugs should be able to introduce a VSWR of


Fig. 8.11.—Phase shift of double-slug tuner for values of $K_{e}=2,3,4,5$.


Fig. 8.12.-Double-slug tuners.
about 10. In order to avoid breakdown it is important that all corners be rounded. Slugs should be made of aluminum so that they will be light and therefore easy to support.

A few words should be included concerning the behavior of metal slugs in regard to impedance. If little or no space is left between the


Fig. 8.13.-Double-slug tuner for $1 \frac{5}{8}-\mathrm{in}$. coaxial line.
slug and the outer conductor, the metal slug is simply a transformer of the type shown in Fig. $4 \cdot 35$ c. The characteristic impedance of the transformer section containing a metal slug of outer radius $b^{\prime}$ and inner radius $a^{\prime}$ is desired. If the original line has an impedance $Z_{0}$, the transformer impedance may be shown to be

$$
\begin{equation*}
Z_{T}=Z_{0}-Z_{0}^{\prime}, \tag{1}
\end{equation*}
$$

where $Z_{0}^{\prime}$ is given by

$$
\begin{equation*}
Z_{0}^{\prime}=138 \log _{10} \frac{b^{\prime}}{a^{\prime}} . \tag{2}
\end{equation*}
$$

There are, of course, shunt-capacitance effects at the end of the transformer sections, but since these are a quarter wavelength apart, a certain amount of compensation results.

Neglecting shunt-capacitance effects, the behavior of any slug tuner having transformers of impedance $Z_{r}$ is exactly the same as that of a tuner having dielectric slugs of the same characteristic impedance and electrical length. Therefore Figs. $8.9,8 \cdot 10$, and 8.11 apply to quarterwave slugs in general, provided that $Z_{T}$ and $k_{e}$ are related to the characteristic impedance of the line by

$$
\begin{equation*}
\frac{Z_{T}}{Z_{0}}=\frac{1}{\sqrt{k_{z}}} . \tag{3}
\end{equation*}
$$

Slugs of other forms and other methods of support have also been used. One design calls for a dielectric sleeve filling the space between the slug and the outer conductor. This design is mechanically more rugged but is subject to greater breakdown trouble. A type of slug which is extremely useful when the introduction or removal of low standing waves is desired is that of Fig. 8.8. The dielectric does not completely fill the line but takes the form of a sleeve fitting against the outer conductor. The characteristic impedance of a dielectric transformer of inner radius $c$ fitting against the outer conductor of a line whose radii are $b$ and $a$ is

$$
\begin{equation*}
Z_{T}=138 \sqrt{\left(\frac{\log _{10} \frac{b}{c}}{k_{e}}+\log _{10} \frac{c}{a}\right) \log _{10} \frac{b}{a}} \tag{4}
\end{equation*}
$$

This equation is a modification of Eq. (5-3). The wavelength in the transformer section is smaller than that in the main line by the factor $Z_{T} / Z_{0}$; therefore the physical length of the slug should be shortened accordingly.

The particular slug tuner shown in Fig. 8.8 is designed for operation at wavelengths of 9 to 11 cm , the slug lengths being somewhat shorter than a quarter wavelength at 9 cm . At any wavelength in this band,
unity VSWR is obtained when the slugs are slightly separated. There is less tendency for sparking to occur at high power levels if the slugs are not allowed to touch. The maximum VSWR that may be introduced is slightly greater than 1.5 at all wavelengths. This relatively low value was the maximum required for the particular application for which the tuner was designed. It was desired to introduce a standard VSWR of 1.50 which could be varied through all phases in order to test the "pulling figure" of magnetron oscillators." It was also necessary to be able to restore with ease the matched condition in order to obtain a standard for comparison. Both conditions are easily obtained with the simple mechanical design evolved. One slug is attached by dielectric pins to a rod that parallels the axis of the line. The other slug is attached to a metal block that slides on the same rod. Stops on the rod at either side of the second slug may be set in such positions that they define the minimum and maximum slug separations corresponding to $r=1$ and $r=1.50$ for a given wavelength. The whole assembly may be moved as a unit along the line to vary the phase of the standing wave.

Usually it is desirable to use a slug tuner that will give a maximum VSWR only slightly in excess of that likely to be needed in practice. If a tuner capable of excessive tuning is used the adjustments become more critical than necessary and nothing is gained. In addition, larger standing waves and hence larger voltage gradients are introduced into the line by the tuner of larger range, a factor that may cause breakdown. The added difficulty of adjustment is easily seen by noting that in Fig. 8.9 the rate of change of VSWR with separation is higher for the slugs of higher dielectric constant.

There are indications that the use of two slots, as in the design of Fig. 8.13, leads to more slot radiation than does the use of one slot, as in the designs of Fig. 8.12. The difference is greater than that resulting from the larger open area of the two slots, and it appears to be caused by a greater freedom of propagation of higher modes in the double-slot line. For this reason, it seems desirable to use a single slot, rather than double slots, even though the single slot may need to be several times as wide in order to provide sufficient support for the slug. A slight modification of the designs shown in Fig. $8 \cdot 12$ should permit single-slot construction. Support by means of dielectric pins such as those used in Fig. 8.8 is suggested.
8.6. Stub Tuners.-Coaxial-line transformers utilizing one or more branch lines of variable length have long been popular. A schematic diagram of such a tuner having three branch lines or stubs is presented in Fig. 8.14. A practical design of a double-stub tuner is illustrated in
${ }^{1}$ See Fig. 2-45 and accompanying text, Sec. 2•14.

Fig. 8.15. The stubs contain short-circuiting plungers like those of Fig. 8.4. The physical arrangement of the lines is seen to be quite different from the conventional arrangement of Fig. 8.14. The two plungers are mounted in a straight section of coaxial line which is slightly larger and slightly heavier in construction than the input and output sections of line. This construction affords better alignment of the coaxial conductors in the stubs.

The admittance diagrams showing the performance of a double-stub tuner in which the spacing between the stubs is a quarter wavelength are given in Fig. 8.16. Diagram $a$ gives the admittance at the stub nearest the matched load. A coaxial-line


Fig. 8.14.-Triple-stub tuner. stub is capable of introducing a shunt susceptance of either positive or negative sign. Thus any admittance lying on the circle $D$, for which the conductance is $G=1$, may be introduced at the output stub when the line beyond it is terminated in a perfect match, point $d$. In diagram $b$ the admittance at the next stub a quarter wavelength toward the generator is indicated. The


Fig. 8.15.-Double-stub tuner.
transformation of the circle $D$ on which a typical point $e$ is indicated is easily accomplished on the Smith chart. Transformation through a quarter wavelength of line entails simply a rotation through $180^{\circ}$ about the center of the chart, point $d$. This rotation is easily accomplished by the use of tracing paper in the manner described in Sec. 8.2. Any
admittance lying on the dashed circle $D$ may be presented to the second stub. The typical point $e$ may be transformed by means of the second stub along the circle $F$. Circle $F$ is one of the family of constant-conductance circles of the Smith chart, and it may be traversed by adding pure susceptances by means of the stub. The addition of susceptances to the point $d$ gives the circle $E$ of unit conductance. There is no point on circle $D$ which has a conductance greater than unity, hence there is no way of presenting, at the input side of the second stub, any admittance within the circle $E$ corresponding to conductances greater than one. Any point on the chart which does not lie within this area may be obtained by the combination of two stubs spaced a quarter wavelength

(a)

(b)

Fig. 8.16.-Admittance of double-stub tuner, $\frac{1}{4} \lambda$-spacing: (a) at output stub; (b) at next stub, ${ }_{4}^{1} \lambda$ away.
apart. It is, therefore, clear that standing waves of very large magnitude may be obtained in some phases, but that a standing wave larger than unity cannot be introduced in a phase along the real axis to the right of point $d$.

If a third stub is added, a quarter wavelength toward the load from the first, a triple-stub tuner such as that of Fig. $8 \cdot 14$ is formed. The two stubs nearest the load may now be used to present, on the input side of the middle stub, any admittance that does not lie within the unit conductance circle of Fig. 8.16b. This region transforms at the stub nearest the generator to the region inside the circle $D$ of the same diagram. Thus the two stubs nearest the load may introduce at the input stub any admittance exterior to the circle $D$. The middle stub and the input stub may introduce at the same point any admittance exterior to the circle $E$, as shown in the preceding paragraph. Since these unattainable regions are mutually exclusive it is clear that the three-stub tuner with quarter-wavelength spacing is capable of introducing standing waves of any phase and magnitude.

The admittance diagrams corresponding to two stubs spaced threeeighths of a wavelength apart are given in Fig. 8.17. As in the preceding figure, diagram $a$ represents the admittance obtainable at the stub nearest the load. Typical points $c, d, e, f$ on this circle of unit conductance are indicated. In diagram $b$, transformation through threeeighths wavelength results in the new position of circle $D$ and its typical points. Circles $E, F$, and $G$ indicate the transformations of these points which may be effected by the second stub. The maximum conductance obtainable, $G=2$, encloses a region that is not obtainable by a double-


Fig. 8.17.-Admittance of double-stub tuner, $\frac{3}{8} \lambda$-spacing: (a) at output stub; (b) at input stub, $\frac{3}{8} \lambda$ away.
stub tuner of this type. The standing-wave ratio associated with admittances lying within this region, however, are all equal to or greater than $r=2$. Therefore, any standing-wave voltage ratio of magnitude less than or equal to two is certainly obtainable in all phases.

The method of analysis indicated by Figs. $8 \cdot 16$ and $8 \cdot 17$ may be extended to other stub spacings. For any stub spacing there will be a circle of maximum obtainable conductance which will define the region of the admittance chart which is not available by means of the doublestub tuner with this spacing. The value of this maximum conductance is given as a function of stub spacing in Fig. 8•18.

On the basis of Fig. 8.18 it might seem advisable to choose a stub spacing of approximately one-half wavelength, and an angular spacing of approximately $180^{\circ}$. It will be found, however, that if such spacing is used it will become necessary to introduce extremely large susceptances in order to tune out standing waves of only moderate amplitudes if the phase of this standing wave is unfavorable. The same disadvantage exists in the case of quarter-wavelength spacing. In addition, the procedure to be followed in tuning out a mismatch with spacings approximating either quarter-wavelength or half-wavelength values is very
difficult. On the other hand, the procedure required for spacings of an odd number of eighth wavelengths is relatively simple. A comparison of the procedures involved is given in Fig. 8.19. It is assumed that in both cases shown in Fig. 8.19 the


Fig. 8.18.-Maximum conductance obtainable by double-stub tuner. stubs are originally in their null or zero-susceptance position. Both diagrams $a$ and $b$ represent the admittance at the input stub. The admittance at this stub is originally that indicated by point 0 . The effect on this admittance of adjusting the output stub is represented by motion along the circle $D$. If diagram $a$ is rotated through $180^{\circ}$ and diagram $b$ through $90^{\circ}$ clockwise, it will be clear that the circle $D$ represents the effect of the output stub. The point $a$ on this circle represents the proper transformation required of the output stub. The input stub may then transform the point $a$ along the circle $E$ to the point $b$ representing the matched input condition. If the effectiveness of the tuning adjustment is judged from the magnitude of the input standing-wave ratio, it will be found that minimum


Fig. 8.19.—Tuning out a mismatch: (a) with $\frac{1}{4} \lambda$-spaced stubs; (b) with $\frac{3}{8} \lambda$-spaced stubs. input VSWR occurs at the point 1 on the circle $D$. That is, the point 1 represents the closest approach to the center of the diagram. The admittance point 1 is transformed by the input stub along the circle $F$. In the case of the quarter-wavelength spacing, diagram $a$, this leads to
no reduction in input VSWR. In the case of three-eighths-wavelength spacing, the admittance point 2 on circle $F$ represents the minimum VSWR obtainable by adjustment of the input stub. If the input stub is left in this position and the output stub is readjusted, it can be shown that the resulting input admittance moves from the point 2 along a circle whose closest approach to perfect match is indicated by the point 3. It is evident that a process involving successive reduction of the input standing-wave ratio is occurring and that the approach toward perfect match is rapidly achieved. This procedure is in marked contrast to the unsatisfactory termination of the equivalent procedure indicated in diagram $a$. The first adjustment leads to the admittance point 1 which cannot be improved by further adjustments. In order to obtain the matched condition with stubs spaced a quarter wavelength apart, it is necessary to proceed by guess work, since the process of successive reduction of input standing-wave ratio leads to an impasse.

The difficulty just described constitutes one forceful argument in favor of a stub spacing of one-eighth or three-eighths wavelength over a spacing of a quarter wavelength. Another disadvantage of the quarterwavelength spacing is that three stubs are required. It is difficult, first of all, to decide which pair of adjacent stubs represents the proper combination for tuning out a given load admittance. In regard to spacings approximating one-half wavelength, it has already been mentioned that extremely high susceptances are sometimes required in order to match standing-wave ratics of moderate magnitude if the phase happens to be wrong. In view of these considerations, it is felt that a spacing of an odd number of eighth wavelengths represents the most practical value if its inherent limitation of $r \leqq 2$ can be tolerated.

A method of increasing the tuning range of a double-stub tuner with any spacing is to use an additional section of line which may be inserted or removed at will. One method of accomplishing this objective is to make the tuner reversible and have the length of line different on output and input sides. This arrangement requires the use of an adapter or couplings of the same polarity attached to the input and output lines. The practical value of this suggestion is doubtful since it requires uncoupling and reversing the tuner if the required tuning is not accomplished in the original position. If the output and input lines differ in length by a quarter wavelength, it is easily shown that all phases and magnitudes of standing-wave ratio are obtainable. Usually, a change of length of less than a quarter wavelength will suffice. The minimum length required for various stub spacings has been studied by Smith. ${ }^{1}$

Another method of increasing the tuning range of a given double-

[^56]stub tuner is to decrease the characteristic impedance of the line between the stubs. For example, Smith gives curves that show that if the characteristic impedance of the line between stubs is 0.7 times that of the main line, the tuning range of a double-stub tuner with one-eighth- or three-eighths-wavelength spacing is increased from $r=2$ to $r=4$. Similarly, the tuning range of a double-stub tuner with quarter-wavelength spacing is increased from $r=1$ to $r=2$ by the same change of line impedance. The effect of such a design change on the ease of tuning, discussed in connection with Fig. 8•19, has not been investigated. Before attempting this modification, it would be advisable to study the possible results of the change.
8.7. Phase Shifter.-Variable impedance transformers of this type, popularly known as "line stretchers," are required in transmission-line assemblies more frequently than any of the other transformers. They are needed in order to obtain stability of operation of microwave magnetrons when the line length is excessive or when the frequency of a tunable magnetron is changed. If the impedance presented to the magnetron falls within the unstable region shown on the Rieke diagrams of Fig. 2•45, the situation may be remedied by means of a change of line length between the magnetron and the load. The effect of this change of line length, which may be accomplished by means of a line stretcher, corresponds, on the impedance chart, to a rotation, about the center of the chart, of the impedance presented to the magnetron. In this way the load impedance is easily transformed into a region of stability. As the frequency of a tunable magnetron is changed, the load impedance presented to the magnetron also changes. If the line is long, there will be an especially rapid shift in the phase of the VSWR at the magnetron, since the line length in terms of wavelengths varies rapidly with change of wavelength in a long line. The load impedance at the desired operating frequency is often found to be in an unstable region, but readjustment of the phase shifter will result in stable operation.

One of the most satisfactory designs of phase shifter for coaxial lines is that shown in Figs. 8.20 and 8.21 . It operates in much the same way as the slide of a trombone. The input line (lower left) and output line (lower right) are standard $\frac{7}{8}-\mathrm{in}$. coaxial lines. The H-shaped line section at the top corresponds to the slide of the trombone. The sliding and stationary line sections are coupled by means of capacitance-coupling sections of the folded half-wavelength type illustrated by Fig. 2•53a.

In order to make possible the construction of a capacitance-coupling unit of this type, the outer conductor of the sliding section is increased to $1 \frac{1}{4}$-in. OD, and the center conductor is reduced to $\frac{1}{4}$-in. diameter. In addition, it is necessary to increase the diameter of the center conductor in the $\frac{7}{8}-\mathrm{in}$. line sections. The impedance in the sliding section is


Fig. 8.20.-Cross-section view of coaxial phase shifter.
91.8 ohms, which is matched to the 46.4 -ohm impedance of the ${ }_{8}^{7}$-in. line by means of three transformers, each a quarter wavelength long. The characteristic impedances of the transformer sections are, proceeding in order from the 46.4 -ohm line, $37.8,29.1$, and 50.1 ohms. The frequency sensitivity of the combination of transformers plus the two capacitance-
coupling sections is about the same as that of the $\frac{7}{8}-\mathrm{in}$. stub angle used. Each unit is best matched at a wavelength of 9.1 cm , and each separately gives a VSWR of about 1.05 at $\lambda=8.8 \mathrm{~cm}$ and $\lambda=9.4 \mathrm{~cm}$. By judicious choice of the spacing between stub angle and transformer section, the resultant VSWR of the combination remains below 1.05 from $\lambda=8.8$ to $\lambda=9.8 \mathrm{~cm}$. This example illustrates one broadbanding technique discussed in Sec. 2•16.

Neither of the stub angles of the slide section is matched, when taken separately. The stub length is chosen to give the minimum mismatch


Fig. 8.21.- Photograph of the phase shifter of Fig. 8.20.
obtainable at a wavelength of 9.4 cm , the value of VSWR being about 1.38. The two stubs are spaced to obtain cancellation of their mismatches at a wavelength of 9.4 cm . The resulting combination of two stubs, in the H -shaped form shown, gives a VSWR of 1.05 at wavelengths of about 9.1 and 9.7 cm . If the two stubs were combined in a $\pi$-shaped structure (stubs projecting left and right instead of upward) the frequency sensitivity of the combination would be greater. It would be greater also if one stub projected upward and the other to the right or left.

The bellows surrounding the sliding joint is for the purpose of rendering the device airtight, while permitting adjustment of the slide. A lengthening of the line of a full half wavelength is permitted for wavelengths up to about 10 cm .

The design shown is recommended only for wavelengths between 9.0
and 9.6 cm . Outside this range the standing-wave ratio becomes excessive and the length of the capacitance-coupling sections deviates too far from a quarter wavelength. Tests indicate that the line power must be about 500 kw at a wavelength of 9.4 cm to cause breakdown in air at atmospheric pressure. Each of a group of 52 units manufactured was tested for match at all slide positions at a wavelength of 9.4 cm . The maximum VSWR observed for any position of the 52 units was $r=1.35$, and for half of the units the highest figure was $r=1.16$.

Several other designs for coaxial phase shifters have been proposed. Most of these use the trombone-slide principle, but employ slotted-finger contacts instead of the capacitance coupling used in the design just


Fig. 8.22.-Type N line stretcher
described. None of these has proved to be very easy to manufacture or very satisfactory in performance.

A line stretcher of a simple type which is literally all the name implies, is illustrated in Fig. 8.22. It is intended for use at low power levels in lines, usually flexible cables, equipped with type N connectors. Unfortunately, the impedance is not matched through the unit; hence, in addition to a shift of phase, a mismatch is introduced.

## WAVEGUIDE TUNERS

8.8. Short-circuiting Plungers.-A variable-position short circuit is frequently needed in waveguides, just as in coaxial lines. Short circuits find numerous applications in experimental laboratory work as well as in circuits such as stub tuners and variable power dividers.

Short-circuiting plungers for circular waveguide may be made as shown in Fig. 8•23. This proposed design, which has not, to the author's knowledge, been tried, uses a folded half-wavelength capacitancecoupling scheme similar to that used in coaxial-line plungers. The two quarter-wavelength sections of the plunger are actually coaxial lines, but because of the asymmetrical excitation by the waveguide currents they operate in the second coaxial mode, the $T E_{10}-$ mode of Fig. 2•22. The wavelength $\lambda_{10}$ in this mode may be calculated by the methods of Chap. 2. The wavelength will of course be different in the two sections, the respective values being denoted by $\lambda_{10}^{\prime}$ and $\lambda_{10}^{\prime \prime}$ in Fig. 8.23. The practice of alternating low and high characteristic impedances, discussed in Sec. 2.17, leads to good performance over a broad band of wave-
lengths. The sliding contact comes at a current node, as in the coaxial counterpart. It may be found desirable here, as for the coaxial plunger, to improve the contact by using short slotted fingers.

A limitation on the use of slotted fingers in waveguides operating in the lowest mode or in coaxial lines in which the second mode exists should be borne in mind; namely, that the currents are not wholly longitudinal, as they are in coaxial lines excited in the lowest or TEM-mode or in round waveguide excited in the second or $T M_{01}$-mode. Some transverse components of current are interrupted by longitudinal slots and good performance is therefore not to be expected. For this reason, a quarter-wavelength plunger with slotted fingers, similar to the coaxial plunger of Fig. 8.2b, is not recommended.

A plunger of the type used in the double-stub tuner of Fig. 8-26 has been found to give satisfactory performance in laboratory test work


Fig. 8.23.-Short-circuiting plunger for round waveguide.
at low power levels. It is extremely easy to make, especially at very short wavelengths where the plunger is small. The alternation of low and high impedances makes the attainment of low contact resistance less important than it would be in a plain cylindrical plunger relying solely on low contact resistance. It may be shown that the current in the contact is reduced below that in the main waveguide by the factor $Z_{01} / Z_{02}$ by the alternation of the low characteristic impedance $Z_{01}$ and the high characteristic impedance $Z_{02}$. Plunger losses are reduced by the square of this ratio compared with those in a plain cylindrical plunger having the same contact resistance. The contact resistance of the plunger of Fig. $8 \cdot 23$ plays a still smaller role in plunger losses and contributes, in principle, zero loss at midband.

The problem of designing a plunger for rectangular waveguide is not so straightforward, in theory, as that of designing one for round waveguide. A very practical and satisfactory design has been evolved, however, and it is shown in Fig. 8.24. The large hollow cavity within the plunger forms a section of waveguide one-quarter of a guide wavelength long. Therefore the input impedance, along the slots adjacent to the contacts of the sliding block, is infinite and the current in the contacts is zero. This infinite impedance is transformed, by the quarter-wavelength line of low impedance formed between the plunger and the wave-
guide walls, to zero at the input end of the plunger. It is difficult to visualize the action of this low-impedance line formed between closely spaced coaxial tubes of rectangular cross section. At the input end this line is excited only along the broad waveguide surfaces, and at its output end it is short-circuited along the narrow waveguide surfaces, and coupled through a slot to infinite impedance along the broad surfaces. In practice, however, a plunger of this type has been found to perform very satisfactorily. The r-f loss in such a plunger terminating a waveguide has been observed to be about the same as that in one wavelength of waveguide. This is about what might be expected from the conductor losses in the walls of the line sections composing the plunger; therefore the sliding contacts cannot contribute much to the loss.


Fig. 8.24.-Plunger-type choke for a waveguide $1 \frac{1}{2}$ by 3 in . by 0.080 -in. wall.
In earlier designs, a thick metal sheet parallel to the broad surfaces of the waveguide divided the high-impedance cavity into two separate waveguide sections. Each section was coupled separately through one of the two slots to the outer low-impedance line. It was reasoned that if this plate were made as thin as possible, the impedance of each of the sections would be a maximum. It was then argued that the fields and currents are such that the presence of the plate is not needed; consequently the plate was omitted in later designs.

Quarter-wavelength sections with slotted fingers similar to the coaxial plunger of Fig. $8 \cdot 2 b$ have also been used. They are found ${ }^{1}$ to be inferior to plungers of the capacity-coupled type.
8.9. Waveguide Stub Tuners.-Although stub tuners were frequently used early in the development of microwave circuits, they are now seldom employed. This is due partly to the development of tuners of alternative types which are more convenient to use and partly to the general trend toward the elimination of tuners from r-f lines such as those used in radar sets. It seems probable, however, that of all the
${ }^{1}$ C. G. Montgomery and D. D. Montgomery, "Losses and Reflections Introduced by Joints and Plungers in 3-cm Waveguides," RL Report No. 164, Oct. 15, 1942.
types of tuners used in waveguides, the stub tuner is least likely to break down under high-power service. This would seem to be its chief advantage.

A double-stub tuner of one type used in rectangular waveguide is illustrated in Fig. 8-25. The branch sections of waveguide, containing movable short-circuiting plungers like those of Fig. 8•24, are attached to the broad surfaces of the waveguide, forming a configuration frequently termed an "E-plane T-junction."


Fig. 8.25.- Double-stub tuner in rectangular waveguide. In the equivalent circuit of such a junction the branch section appears in series with the main waveguide. The rounding of the angle formed between branch line and main waveguide, apparent in the figure, has the purpose of avoiding the high electric fields that would otherwise occur along this junction line.

An alternative method of coupling the branch line to the main waveguide is by means of an $H-$ plane T-junction connection, which is made by joining the branch line to the narrow surface of the waveguide. The equivalent circuit of the $H$-plane T-junction consists of an effective shunt connection between branch line and main waveguide. The principal advantage of the $H$-plane connection is that it is not necessary to round the angle along the junction line since there is no electric field at this point in the waveguide junction.

Because it is connected in shunt, the $I I$-plane stub has exactly the same effect as the coaxial-line stub discussed in Sec. 8.6. In fact, the entire analysis of the performance of multiple-stub tuners of various spacings is the same in the two cases. A spacing of an odd number of eighth wavelengths is most frequently used in waveguide double-stub tuners, just as it was in coaxial lines. If the stubs are placed on opposite sides of the waveguide, spacings as small as one-eighth wavelength may be used, although the distortions of the fields in the vicinity of the junctions may cause some peculiarities in tuning behavior. If the stubs are placed on the same side, as they usually are for ease of adjustment,
a considerably greater minimum spacing is required. The spacing in terms of wavelengths varies much more rapidly with wavelength in this case, and the band in which good tuning characteristics are obtained is therefore narrower.

The analysis of the tuning characteristics of a stub tuner using the $E$-plane connection of Fig. 8.25 is like that given in connection with coaxial stubs, with the following simple modifications. The admittance diagrams of Sec. 8.3 must all be considered as impedance diagrams, and the words impedance, resistance, and reactance must be substituted for admittance, conductance, and susceptance throughout the discussion. The VSWR limitations are unchanged. The minimum spacing possible for stubs placed on the same side of the waveguide is obviously smaller for $E$-plane stubs than for $H$-plane stubs.

An interesting design, which has been found useful for tuners used at a wavelength of 1.25 cm , is illustrated by Fig. 8-26. The series branches in this instance consist of round waveguides. The performance is similar to that of the $E$-plane stub tuner of Fig. 8.25. The plunger shown has already been discussed in Sec. 8.8. It is felt that a plunger of the type indicated in Fig. 8.23 would be preferable. The design as shown has, however, given satisfactory performance. It may be worth while to point out the possibility of the occurrence of a resonant condition for some settings of the plunger. Only one of the two mutually perpendicular polariza-


Fig. 8-26-Double-stub tuner using round-waveguide stubs. tions that may exist in the round waveguide is strongly excited. It is possible that a slight coupling to the other polarization might lead to a resonance for certain plunger positions. The resonance would presumably be so sharp that it would seldom be encountered, and a slight change of plunger position would then eliminate the trouble.
8.10. Variable-position, Single-screw Tuner.-A very simple and convenient device for low-power impedance tuning in rectangular wave-
guide is shown in Fig. 8.27. This tuner consists of a small screw projecting through a slot into the center of the wide side of the guide parallel to the electric field in the region of maximum field intensity. Such an obstacle appears in the line as a nearly pure shunt susceptance, capacitive for insertions smaller than about one-quarter wavelength in free space and inductive for insertions greater than this resonant length. At the resonant length the susceptance is nearly infinite.

The normalized admittance at the screw, when the tuner is followed by a matched line, is $1+j b$ for insertions less than the resonant length, where $b$ is the shunt capacitive susceptance relative to the characteristic admittance of the line. The magnitude of this admittance is $\sqrt{1+b^{2}}$ which can have any value from unity to very large values. If the slot


Fig. 8.27.-Single-screw tuner.
is of such a length that the position of the screw can be varied by at least one-half the guide wavelength, this admittance is obtainable in all possible phases. Conversely, an admittance of any magnitude and phase can be tuned to unity, or matched, by adjusting the tuner in such a way that its reflection just cancels that from the admittance to be tuned.

In terms of the quantities actually observed in an impedance or admittance measurement, it is possible with this tuner to introduce a reflection of any phase or magnitude (standing-wave ratio). The reflection coefficient is a useful concept to use in a discussion of impedance tuning since the standing-wave voltage ratio and the phase of the reflection coefficient are the quantities usually measured and those that uniquely determine the impedance at a given reference plane in the waveguide. The actual value of the normalized impedance associated with a given reflection is easily obtained by the use of a Smith impedance chart (see Sec. 2-11) by plotting the voltage standing-wave ratio and the electrical distance (the phase angle of the reflection coefficient) from
a voltage maximum (or minimum for the admittance) to the desired reference plane. Since many waveguide tuners involve elements that behave as shunt susceptances, reference to a Smith chart in this discussion will usually imply its use as an admittance plot.

The statement that a screw inserted parallel to the electric field appears as a shunt capacitance can now be clarified by reference to such an admittance plot. If the admittance obtained from measurements of the standing-wave ratio and distance, in guide wavelengths, from a minimum to the plane of the screw is plotted as a function of depth of insertion of the screw, for a given wavelength, the plot will lie along the circle of unity conductance on the upper half (positive-susceptance side) of the Smith-chart admittance diagram. This behavior is characteristic of screws with diameters small compared with a guide wavelength except when the standing-wave ratio is large (that is, for large screw insertions) and losses in the tuner become appreciable and result in a change in conductance.

As the screw approaches a free-space quarter-wavelength insertion it becomes resonant and presents a nearly infinite shunt admittance or a nearly infinite reflection limited only by losses in the tuner. Thus, since the insertion can be adjusted for nearly any magnitude of reflection and this reflection presented in any phase by varying the position of the screw along the line, nearly any admittance can be presented or matched with this device.

Practically, of course, this tuner is limited in the magnitude of the admittance that it can tune by the fact that the adjustment becomes very critical for large insertions of the screw. As the screw approaches a quarter-wavelength insertion the rate of increase in reflection with insertion increases very rapidly. Furthermore, losses, not only in the screw itself but in the power coupled out of the slot by the screw, become appreciable for large insertions, and therefore the contact between the screw carriage and the waveguide becomes important. This effect makes it difficult to obtain or reproduce the desired phase of a large reflection by adjusting the position of the tuner. Figure 8.28 shows an improved design for a single-screw tuner in which a folded half-wavelength coaxial choke section is used to create a low impedance in the region of contact between the screw holder and the surface of the waveguide and, thereby, to minimize the effect of variations in contact as the carriage is moved along the guide. This design has been found to be advantageous for accurate work even when the reflections to be tuned are comparatively small (VSWR of 1.2 or less, for example). When it is desired to achieve the degree of match represented by a standing-wave voltage ratio of less than 1.01, contact effects can greatly hamper the facility of adjustment and reproducibility of results.

Impedance tuning of this type is ideally suited to impedance measurements in microwave systems, since these measurements are most frequently made in terms of the magnitude and phase of a reflection. The variable-position single-screw tuner offers a means of adjusting these two quantities in a relatively independent manner. The magnitude of the reflection from the screw is completely independent of the phase; that is, it depends only upon the insertion and does not vary with changes in position of the tuner. However, it is evident from the Smith-chart admittance plot of a variable shunt susceptance that the phase of the reflection is approximately independent of the magnitude only for small values of susceptance along the circle of unity conductance. For a


Fig. 8-28.-Sliding-screw tuner.
fixed position of the screw the rate of change of the reflection phase angle with insertion is small for insertions and increases with the insertion. As the insertion increases from zero to a quarter wavelength, the phase of reflection changes by an eighth guide wavelength-a change of $90^{\circ}$ in the phase angle of the reflection coefficient.

The fact that these two parameters are approximately independent, for small standing waves, makes this method of tuning quite convenient for impedance measurements of certain kinds. For example the reflection from a small mismatch frequently has a negligible variation in magnitude over a fairly broad wavelength band. Such a mismatch, tuned out at one wavelength by means of the screw tuner, can then be tuned quickly at other wavelengths by a single adjustment of the position of the screw along the guide.

The use of the sliding-screw tuner is not limited by the wavelength range over which it is desired to tune impedances except in so far as the waveguide itself is limited. If the slot length $S$ (Fig. 8-2? )is sufficiently large to allow a variation in the position of the screw of one-half a guide
wavelength for the longest wavelength to be used, then all phases of reflection are possible at any wavelength. If the screw length is long enough to permit an insertion $L$ equal to one-quarter wavelength in free space at the longest wavelength, then reflections of any magnitude are possible within the limitations set by losses in the tuner at large insertions. Because of its simplicity and versatility, the single-screw tuner has been used almost exclusively in low-level impedance measurements of waveguide components. Since there is seldom need to tune extremely large standing waves with great accuracy, this tuner is entirely adequate for most applications.
8.11. Single-slug Tuner.-Probably the most stringent limitation on the application of the single-screw tuner to waveguide lines is that of its


Fig. 8.29.-High-power single-slug tuner.
low power-handling capacity. The slot must be made comparatively narrow in order to minimize leakage and reflections, and the screw must be, accordingly, of small diameter. In order to maximize the tuning range, however, the screw must be inserted in the region of maximum field strength, or at the center of the guide. For these reasons there are always high field intensities at the screw, and the use of this tuner is therefore usually limited to the test bench or to low-power systems where only small standing waves are to be tuned.

A similar tuner, in which a thin slab of dielectric replaces the screw, has been used successfully at high powers and for standing-wave ratios of two or three in voltage. This tuner, shown in Fig. 8.29a, is often referred to as a "single-slug" tuner.

The effect of such an element in a transmission line may be studied by considering the element to be a series section of line of variable characteristic impedance which may also be varied in position. If the characteristic impedance of the waveguide is taken as unity as indicated in Fig. 8.29b, and if $z_{1}$ is the normalized characteristic impedance of the waveguide in the region of the dielectric, then the normalized input impedance at the slug is (assuming a lossless line, or real $z_{1}$ )

$$
\begin{equation*}
z=z_{1}\left(\frac{1+j z_{1} \tan \beta l}{z_{1}+j \tan \beta l}\right), \tag{5}
\end{equation*}
$$

where $\beta=2 \pi / \lambda g$, and $\lambda g$ is the guide wavelength in the region of the dielectric. For a thin slug this wavelength is found to be very nearly the usual guide wavelength; the experimental determination of the wavelength will be described later. Equation (5) also assumes negligible discontinuity capacitances at each end of the dielectric strip. This is a good approximation for strips having a thickness small compared with the width of the waveguide. From Eq. (5) it is seen that the reflection coefficient appearing on the input side of the slug is

$$
\begin{equation*}
\Gamma=\frac{z-1}{z+1}=\frac{j\left(z_{1}^{2}-1\right)}{\frac{2 z_{1}}{\tan \beta l}+j\left(z_{1}^{2}+1\right)}, \tag{6}
\end{equation*}
$$

and its magnitude is

$$
|\Gamma|=\frac{\left(z_{1}^{2}-1\right)}{\left[\frac{4 z_{1}^{2}}{\tan ^{2} \beta l}+\left(z_{1}^{2}+1\right)^{2}\right]^{3 / 2}}
$$

The quantity $|\Gamma|$, considered as a function of $l$, has its maximum value when the first term in the denominator vanishes, or when $\beta l=\pi / 2$ or $l=\lambda_{\theta} / 4$. This gives

$$
\left\lvert\, \Gamma_{\max }=\frac{z_{1}^{2}-1}{z_{1}^{2}+1} .\right.
$$

Then, for a length $l$ equivalent to a quarter of a guide wavelength, the standing-wave voltage ratio is

$$
\begin{equation*}
r=\frac{1+|\Gamma|_{\max }}{1-|\Gamma|_{\max }}=z_{1}^{2} \tag{7}
\end{equation*}
$$

and depends only on the insertion, if $z_{1}$ is real. It should be noted that if $r$ is defined as always greater than unity then $r=1 / z_{1}^{2}$, if $z_{1}$ is less than one. Furthermore, it is seen from Eq. (6) that if $z_{1}$ is real and $l$ is an equivalent quarter wavelength the reflection coefficient is real and depends only on $z_{1}$, which means that the phase of the reflection is independent of the magnitude. This holds for all insertions, within the approximations that $z_{1}$ is real and that $\lambda_{g}$ in the region of the dielectric does not vary appreciably with insertion. This slug tuner differs from the single-screw tuner in that the phase of reflection from the screw is not independent of the insertion for large reflections.

From Eq. (5) it is seen that, as $l$ approaches an equivalent half wavelength in guide, the normalized input impedance approaches unity and there is no reflection. This suggests a simple method for determining equivalent electrical lengths in the region of the dielectric. A
strip of the dielectric to be used is inserted in the guide and its length trimmed until a minimum reflection is measured. This length is an equivalent half wavelength and, to a good approximation, half this length is an equivalent quarter wavelength. These electrical lengths are, of course, functions of the wavelength.

For the Mycalex ${ }^{1}$ dielectric used in the high-power tuner shown in Fig. $8.29 a$, these lengths were found to be very nearly the usual values for waveguide without the dielectric. Mycalex, a fused mixture of powdered mica and soft glass, is used because of its good high-voltage properties, low loss, and high dielectric constant that makes it possible to obtain sizable reflections from strips necessarily limited in thickness by the slot width. For example, a quarter-wavelength strip of $\frac{3}{16}$-in. thickness produces a standing-wave voltage ratio of about 4 for full insertion at $10-\mathrm{cm}$ wavelengths. In experimental work the slugs can be coated with ignition sealing compound ${ }^{2}$ which serves both to improve the high-voltage breakdown characteristics and to lubricate the transverse motion of the slug in its Micarta carriage.

It is difficult to give an unambiguous statement of the power rating of such a tuner. Breakdown phenomena are erratic and the factors affecting them are not well understood. This is particularly true for pulsed operation in which transient effects and the multiple harmonics produced by some oscillators contribute to the general confusion of results. The power rating of the tuner just described depends, among other things, upon the insertion required to introduce a given reflection and this, in turn, depends upon the wavelength. Furthermore, proper techniques of tuning can increase considerably the useful power limit of the tuner. That is, a tuner that is just "safe" for all phases of a given reflection at a given pulse power may be used at considerably higher powers or larger reflections (insertions) if the insertion is made in small steps, each accompanied by an adjustment in position to determine the proper phase for matching. It will be shown that, if the normalized characteristic impedance in the region of the slug is less than unity, as it is for a low-loss dielectric when the guide is operated in the $T E_{10}$-mode, the voltage across the line in the region of the tuner is always equal to or less than the voltage across the matched portion of the line. The "voltage across the line" at any point is that relative to the voltage across a matched line, and is calculated from the normalized impedance at the point.

This condition on the voltage holds, if the tuner is properly used, for either of two cases: (1) when the tuner is followed by a matched line and is being used to present a desired input impedance, or (2) when

[^57]the tuner is used to tune out a mismatched load impedance that follows it in the line. For matching a load impedance, the tuner is adjusted in such a way that the normalized input impedance of the combination of tuner and load is unity. It will be shown that, for a given power delivered to the load, the voltage across the line in the region of the tuner is never greater than that across a matched line in Case (1) for any position of the tuner; this is also true in Case (2) when the tuner is adjusted to match the load impedance.

This statement can be justified in the following way. For Case (1), in which the tuner is followed by a matched load, the normalized output impedance of the tuner is unity. This is the condition expressed in Eq. (5), which reduces to

$$
z=z_{1}^{2}
$$

for $l=\lambda g / 4$, where $z$ is the normalized input impedance and $z_{1}$ is the normalized characteristic impedance in the tuner section (see Fig. 8-29a). If $z_{1}$ is less than unity, the impedance along the tuner decreases from unity at the output end to $z_{1}^{2}$ at the input end. For a constant power, the voltage across the line decreases from $V_{0}$, the voltage across the matched line at the output end to $V_{0} z_{1}$ at the input end of the tuner section.

For Case (2), in which the tuner is used to match a load impedance different from unity, the general transmission-line equation is

$$
z=z_{1}\left(\frac{z_{R}+j z_{1} \tan \beta l}{z_{1}+j z_{R} \tan \beta l}\right)
$$

where $z_{R}$ is the normalized impedance at the output end of the tuner and depends on the impedance of the load. The input impedance $z$ is the transformation of $z_{H}$ through the line of characteristic impedance $z_{1}$ and length $l$. This impedance reduces to

$$
z=\frac{z_{1}^{2}}{z_{R}}
$$

for $l=\lambda g / 4$. If the tuner is adjusted for match, the normalized input impedance is unity or

$$
z_{R}=z_{1}^{2} .
$$

Then, if $z_{1}$ is less than unity, the impedance along the tuner decreases from unity at the input end to $z_{R}=z_{1}^{2}$ at the output end. Similarly the voltage decreases from $V_{0}$ to $V_{0} z_{1}$.

It should be remembered that the conditions just described hold in Case (2) only when the tuner is adjusted for match. When the tuner is being used to match another impedance there are possible positions of the tuner where the voltage across the line is considerably greater than
$V_{0}$ because of the standing waves. The result obtained indicates the proper method of tuning to be used at high powers. The proper phase for match is determined at small insertions of the tuner by the usual standing-wave-measurement technique. Then, as has been shown for this tuner, the proper insertion may be made without appreciable variation of the phase and the slug will automatically be at a position of lowest voltage.

The voltage across the line mentioned in this discussion may be considered as the voltage that would occur across an empty guide if the same conditions of impedance were established by other means. The actual voltages occurring across the gap between the slug and the opposite side of the guide are, of course, considerably different from the voltage across the line. It seems reasonable, however, to assume that this "gap voltage" is least where the voltage across the line is least. It has been shown that, with proper tuning technique, this gap voltage need never be greater than it is in regions where the voltage across the line is that for the matched condition.

In view of the many factors affecting the power rating of a tuner of this type, it must suffice to give an example of conditions under which these tuners have been used satisfactorily. Both single and double ${ }^{1}$ Mycalex-slug tuners have been used in standard $10-\mathrm{cm}$ waveguide to introduce standing-wave ratios up to 2 or 3 in voltage for pulse powers up to 800 kw , with a pulse width of $1 \mu \mathrm{sec}$, and a repetition rate of 400 cps , at atmospheric pressure, and with $10-\mathrm{cm}$ magnetrons of the 4-J series. Methods for estimating extrapolations to other conditions are discussed in Chap. 4.

A slug tuner can, of course, be made with slugs of other dielectrics or of metal. Few other dielectrics, however, have as good high-voltage properties as Mycalex for the same high dielectric constant. Little is gained by the use of dielectrics in a low-power tuner since all dielectric tuners are limited in the maximum amount of reflection obtainable, and are therefore considerably less satisfactory for low-power work than the single-screw tuner. This analysis of the quarter-wavelength-slug tuner, however, suggests that the use of a thin metal slug would result in a low-power tuner having some advantages over the single-screw type. One of the chief advantages would be that a larger reflection would be introduced by a thin metal slug than by a small screw of the same thickness for the same insertion. Conversely, the same reflection could be obtained with less insertion. This effect would make a metal-slug tuner more useful than the single-screw tuner for tuning large reflections since it would be less critical to adjust. Such a tuner, however, has not been developed since it has seldom been necessary to tune large standing

[^58]waves with great accuracy, and the single-screw tuner has proved adequate for most low-power work.
8.12. Waveguide Double-slug Tuners.-Since a dielectric slug is limited in the amount of reflection that it can introduce, such elements


Fig. 8.30.-Mycalex double-siug tuner for waveguide.
may be used in pairs, as shown in Fig. 8.30, to increase the tuning range. The maximum reflection from two slugs $\lambda_{g} / 4$ in length occurs when the separation $C$ is $\lambda_{g} / 4$ where $\lambda_{g}$ is the


Fig. 8.31.-Normalized impedances in waveguide double-slug tuner. $\quad z^{\prime}=1, z^{\prime \prime}=$ $z_{1}{ }^{2}, z^{\prime \prime \prime}=1 / z_{1}{ }^{2}, z=z_{1}{ }^{4}$. guide wavelength. The normalized impedances at different points in the tuner section are given in Fig. 8.31. These impedances are obtained by application of the usual transmission-line equation as discussed in Sec. 8-11. If $z_{1}$ is the normalized characteristic impedance in the region of the dielectric, then the combination, when followed by a matched line, has an input impedance $z_{1}^{4}$ as compared with $z_{1}^{2}$ for a single element.

Tuning is accomplished in either of two ways: (1) by varying the depth of insertion $B$ and the position along the line $A$ of the two slugs together without changing their separation $C$, or (2) by varying the sepa-
ration of the slugs for a given insertion and varying the position of the tuner. In the first method the variations in the phase and in the magnitude of the reflection are independent, as in the case of the single-slug tuner. It can be shown that, in the second method, if the separation $C$ of the elements $O$ is varied in such a way as to keep the position $A$ of the center of the tuner constant, there is very little change in the phase of the reflection. Since the normalized input impedance of the tuner followed by a matched line is unity for a separation of the slugs equal to zero or an integral number of half wavelengths in the guide, impedances varying from unity to $z_{1}^{4}$ are obtainable by this method for a given depth of insertion. The impedance $z_{1}$, of course, depends upon the insertion. It is usually more convenient mechanically, with a tuner of this type, to use the first method of tuning. The additional adjustment on the separation of the slugs, however, is of advantage when the tuner is used over a wide wavelength band. This adjustment may be used to maximize the reflection obtainable with a given insertion at different wavelengths.

The power rating of a single Mycalex-slug tuner was discussed in the previous section. The double-slug tuner may be used at slightly higher pulse powers than the single-slug tuner for the same standing-wave ratio because the double-slug type requires less insertion for the same magnitude of reflection. As has been shown, the maximum standing-wave voltage ratio obtainable is equal to $1 / z_{1}^{4}$ for the double-slug tuner, as compared with $1 / z_{1}^{2}$ for the single-slug type, where $z_{1}$ is the normalized impedance for a given insertion in the region of the dielectric and the standing-wave ratio is defined as greater than unity.

The advantage, however, is not so great as might be expected from the difference in the insertion required for a given reflection. This statement may be justified qualitatively for the double-slug tuner as follows. If the normalized characteristic impedance $z_{1}$ in Fig. 8.31 is less than unity, then for a quarter-wavelength separation the output end of the first slug is at the position of an impedance maximum (and, therefore, a voltage maximum) because of the reflection from the second slug. At this point the voltage across the line, as defined in the last section, is $V_{0} / z_{1}$ which is greater than $V_{0}$, the voltage across the matched line. Thus the voltage across the line is not equal to or less than $V_{0}$ everywhere in this tuner as it was shown to be for the single-slug tuner. However, double-slug tuners of this type using Mycalex slugs have been used at $10-\mathrm{cm}$ wavelengths, at pulse powers up to nearly a megawatt, to tune standing-wave voltage ratios of about two under the conditions given in the last section and using the tuning technique described there.

Another form of high-power slug tuner in which the variation in the magnitude of the reflection is obtained by changing the slug separation
is illustrated in Fig. 8.32a and b. Both dielectric and metal slugs have been used in this design. For most applications the faster motion afforded by the version of Fig. $8.32 b$ is preferred. The maximum reflec-

(a)

(b)

Fig. 8-32.-Perspectives of double-slug tuner of type indicated in Fig. 8.33; (a) slow motion; (b) fast motion.
tion occurs when the slugs are separated by a quarter of the guide wavelength. For this condition the standing-wave voltage ratio, by the relations given in the last section, Eq. (7), is

$$
r=\frac{1}{z_{1}^{4}}=\left(\frac{Z_{0}}{Z_{1}}\right),
$$

where $Z_{1}$ is the characteristic impedance in the region of the slug and $Z_{0}$ is the characteristic impedance of the waveguide. The general expression ${ }^{1}$ for the impedance of a rectangular waveguide operated in the $T E_{10}$-mode is

$$
Z=\sqrt{\frac{\mu}{\epsilon} \frac{\lambda_{g}}{\lambda_{0}}} \frac{\bar{b}}{a},
$$

where $\epsilon$ and $\mu$ are the electric and magnetic inductive capacities, $\lambda_{g}$ and $\lambda_{0}$ are the guide and free-space wavelengths, and $b$ and $a$ are the inside guide dimensions as indicated in Fig. 8-33. Then for metal slugs where the thickness of the slug is $b-b^{\prime}$, the maximum stand-ing-wave voltage ratio is given by

$$
r=\left(\frac{Z_{0}}{Z_{1}}\right)^{4}=\left(\frac{b}{a} \cdot \frac{a}{b^{\prime}}\right)^{4}=\left(\frac{b}{b^{\prime}}\right)^{4} .
$$

This equation is valid if the slug extends across nearly the full


Fig. 8.33.--Dimensions for calculation of impedance of slug tuner. width of the guide, since the guide wavelength is then the same in the tuner as it is elsewhere in the guide. The proper size of metal slug for a desired mismatch is given by this expression. A similar calculation for


Fig. 8.34.-High-power tuning slug in waveguide. dielectric slugs is more complicated.

This simple analysis neglects the discontinuity capacitance at each end of the slug. The neglect of this capacitance is warranted not only because these effects are small even for a slug that fills about one-third of the guide, but also because these effects occur a quarter of a guide wavelength apart for each slug. The reflection caused by the end effect at one end of a slug is of nearly the proper phase to cancel that from the other end.

Dielectric slugs have been used in tuners of this type, but since a dielectric slug must have considerably greater thickness than a metal slug in order to introduce the same reflection, it has no advantage over the metal slug in terms of power-handling capacity. The most satisfactory design for a double-slug tuner for high power is shown in Fig. 8:34. It consists of metal slugs held by polystyrene supports at each side of

[^59]the guide where the field intensities are low. This design eliminates the slot that frequently contributes to breakdown phenomena at high powers.

Motion of the slugs in this design is effected by means of small cables that enter from the side of the guide. Such a tuner has proved to be fairly satisfactory electricaily but difficult to construct in such a way as to provide for the proper motion of the slugs. This tuner has, at best, about the same power rating as the Mycalex double-slug tuner previously described which is considerably simpler to construct and use.
8.13. Fixed-position, Capacitive-screw Tuners.-The theory of tuning with fixed-position, variable susceptances is discussed in Sec. 8.6. In particular it can be shown that impedances of all phases and magnitudes can be tuned with various combinations of three or more capacitive screws spaced one-quarter or one-eighth of a guide wavelength apart. Two screws capable of adding infinite susceptance, placed oneeighth of a guide wavelength apart, can, theoretically, tune all possible reflections for which the voltage standing-wave ratio is less than two at the frequency for which their separation is adjusted. At other frequencies the maximum reflection tunable in all phases is less. In addition to this limitation, the double capacitive-screw tuner has the disadvantage that, for certain phases of impedance, tuning a very small mismatch requires large insertions of one or both screws. Furthermore, the tuning is not direct; that is, for many phases of mismatch to be tuned, the resulting standing-wave ratio observed varies in a complicated manner as the screws are inserted. The combined reflection of tuner and mismatch may become considerably larger than that of the mismatch alone as the screws are inserted. Since it is usually desirable to be able to tune a mismatch by observing only the magnitude of the reflection (standing-wave ratio) without regard to its phase, this anomalous variation makes it difficult to find the proper insertions of the screws for match.

More complete tuning is obtained by the use of at least three screws with one-eighth- or one-quarter-wavelength spacing, as shown in Fig. 8.35. Four screws with one-eighth-wavelength spacing are sometimes used. Tuning with such combinations of three or more screws is more direct, for some phases of mismatch, and these tuners are usable over broad wavelength bands. Usually, no more than two of the screws are necessary to tune a given mismatch and, provided that the proper pair is used, tuning can be accomplished with a minimum of insertion. Thus adjustment becomes less critical and the losses in the screws are minimized.

These advantages are largely offset by the problem of determining just what combination of screws will give the most desirable tuning. This problem arises from the fact that with these tuners many imped-
ances are tunable with more than one pair of screws or with a great many different settings of three screws. Moreover, some impedances that can be tuned exactly with one pair of screws can be very nearly tuned with another. The tuning of a given reflection without reference to its phase, therefore, becomes a rather tedious process, and a knowledge of the properties of the tuners is required to determine whether or not a given setting that matches the reflection is the most desirable one. Complicated rules have been developed for tuning with multiple fixedposition susceptances. These rules serve chiefly to indicate that other methods of tuning should be used whenever possible.

There is seldom the necessity to tune large reflections at high powers. At low powers, the single sliding-screw tuner (Sec. 8-10) is almost com-


Fig. 8.35.-Waveguide capacitive-screw tuners.
pletely satisfactory for a waveguide tuner and is simple to use. For limited reflections at high powers, the dielectric-slug tuners (Secs. 8.11 and 8.12) or general-susceptance screws next to be discussed (Secs. 8.14 and 8.15 ) are adequate and considerably less complicated than the capacitive-screw tuners.
8.14. General-susceptance Screws.-The complexity of tuning with fixed-position capacitive screws led to the development of generalsusceptance screws, that is, fixed-position screws that are capable of introducing either inductive or capacitive shunt susceptance at very nearly constant phase. A pair of such screws spaced one-eighth of a guide wavelength apart form a tuner that combines many desirable features (although not the range) of the double-stub tuner with the mechanical simplicity of a serew tuner. In addition, a tuner of this type has no slot leakage as have the variable-position waveguide tuners. Furthermore, because larger screws may be used, the depth of insertion for a given reflection is less and the breakdown power is correspondingly
greater than for the sliding-screw or metal-slug tuners. (Secs. 8.10 through 8.12).

The chief limitation of general-susceptance screw tuners is that the amount of inductive susceptance obtainable even with a large screw is comparatively small. Thus the maximum reflection tunable in all phases is limited if no more than two screws are to be used. The use of more than two tuning screws is undesirable because of the added complexity of tuning discussed in Secs. 8.6 and $8 \cdot 13$. There is, however, wide application for a simple and accurate impedance-tuning device which can match all phases of a limited reflection over a 15 or 20 per cent band, which has negligible r-f leakage, and which can handle appreciable power.

A simple and convenient device for obtaining, with a single screw, a susceptance that can be made either capacitive or slightly inductive and that is variable both in phase and in magnitude has been developed at the Bell Telephone Laboratories. ${ }^{1}$ This tuner consists of a large-

líg. 8.36.-Single asymmetrical serew for $3-\mathrm{cm}$ band.
diameter screw offset from the center of the guide and having a small projection beyond the end of the screw as shown in Fig. 8.36. If the screw is effectively onequarter of a guide wavelength in diameter, this projection behaves as a lumped capacitive susceptance which "scans" through onequarter wavelength in phase and changes gradually in magnitude with rotation of the screw. If this device is followed by a matched line, the shunt admittance at some fixed reference plane on the input side will appear to vary from a pure capacitive susceptance to a pure inductive susceptance of nearly the same magnitude if the pitch of the screw thread is sufficiently small. The admittance as a function of insertion of the screw shown in Fig. 8.36, at a wavelength of 3.33 cm , is plotted in Fig. 8.37. The conjugates of these admittances may be matched with this tuner.

A tuner of this design has the appreciable advantage of providing approximate tuning over a limited range of impedances with a single control. Such simplification is seldom a step in the wrong direction. This tuner has certain properties, however, that shoud be noted in comnection with experimental applications. The exactness with which an arbitrary impedance may be tuned is determined by the change in the
${ }^{1}$ P. H. Smith, "The Asymmetrical Waveguide Tuning Plug," BTL Report, MM 44-170-59, Dec. 8, 1944.
magnitude of the reflection introduced between scans. This change, of course, depends upon the pitch of the screw thread, which, in turn, is limited by the diameter of the screw. The diameter of the screw is a function of the wavelength, since it must be effectively equal to a quarter wavelength, and it is limited by the size of the guide. Furthermore, it may be seen from Fig. 8.37 that successive scans of the imped-


Irc. 8.37.-Admittance of asymmetrical screw shown in Fig. 8.36; variation with serew rotation.
ance phase are usually not adjacent curves in terms of the magnitude of reflection introduced. This effect is to be expected since the projection on the screw moves transversely as well as iongitudinally in the guide with rotation of the screw. Thus on alternate half turns of the screw, the projection is near the side of the guide, where the reflection is considerably less than that occurring when it is near the center. Finally, the shunt susceptance of the rest of the screw is superimposed on the admittance of the projection. Since the former is fixed while the latter varies in phase by approximately plus or minus one-eighth wavelength
from the center of the screw, the phase angle between the reflections from each of these sources varies from 0 to $\pm 90^{\circ}$, approximately.

Because of all these effects, the standing-wave ratio observed in tuning a mismatch is a complicated function of the insertion. In tuning without reference to the phase of the mismatch, it is not always readily evident that an improvement is being effected or that a given minimum reflection is the best possible match that may be obtained. If properly used, however, this tuner is capable of matching an admittance of any phase within the circle indicated (VSWR of 1.4 or less) to a standingwave voltage ratio of 1.2 or less; for some phases considerably larger reflections may be matched to the same degree.

Another method of obtaining capacitive and inductive susceptance with a single screw utilizes the fact that, just as a screw projecting into


Fig. 8.38.- Double-screw tuner for $10-\mathrm{cm}$ wavelength.
the guide parallel to the electric field appears as a shunt capacitive susceptance, so the same screw retracted into its boss, leaving a cavity, behaves somewhat as a lumped inductive susceptance that varies with the length of the cylindrical cavity so obtained. A tuner for mismatches corresponding to a standing-wave voltage ratio of about 1.15, which uses two such screws 1 in . in diameter, spaced one-eighth of a guide wavelength apart, is described in Sec. 6.8. This tuner is used to provide a small adjustment on the admittance of a broadband matching iris in the waveguide sections of a transition from coaxial line to waveguide. A greater maximum inductive susceptance may be obtained by the use of screws of larger diameter ( 2 in .) as shown in Fig. 8.38. An admittance plot for this tuner is shown in Fig. 8.39. The admittance at the center of the input screw is plotted for each screw separately; that is, one screw is varied with the other set flush with the inside of the guide. It is found that there is little interaction between the screws when both are used simultaneously even for fairly large insertions and for screw diameters considerably greater than $\lambda_{g} / 8$. Consequently, the
admittances that can be produced are obtained by combining the admittances of the two screws. For example, the admittance represented by point A in Fig. 8.39 is obtained with an insertion of slightly less than 0.05 in . of the input screw and a retraction of 0.40 in . of the output screw.

It is seen from Fig. 8.39 that the variation of admittance with retraction of the screw departs appreciably from the circle of unity conduct-


Fis. 8.39.--Admitlance as a function of screw setting for wo 2 -in. diameter generalsusceptance screws.
ance on which the plot of a pure shunt inductive succeptance should fall. It will be shown later that, provided this deviation is not too great, it is somewhat advantageous. This effect can increase the maximum reflection that can be tuned in all phases by a pair of these screws at a given wavelength, or can increase the wavelength range over which a given reflection can be tuned in all phases for a fixed screw separation. The factors determining the proper size and spacing of screws for optimum broadband tuning will be discussed here and in the next section in so far
as they have been investigated experimentally in the development of a double-screw tuner for $10-\mathrm{cm}$ waveguide.

A screw inserted in the center of the guide, parallel to the electric field, gives nearly an infinite shunt capacitive susceptance for an insertion of a free-space quarter wavelength only if the screw diameter is small compared with the guide wavelength. As discussed in Sec. 8.10, however, a screw of this type requires considerable insertion to produce


Frg. 8.40.-Admittance as a function of serew setting at 9.5 and 10.7 cm for $2_{2}^{1}$-in. diameter general-susceptance screw.
a usable effect and, consequently, has a low power-handling capacity. It is desirable to obtain a given susceptance with a minimum insertion, which is done by increasing the diameter of the screw. This limits the maximum susceptance obtainable, however, and if the screw is too large the resulting plot of admittance as a function of insertion is quite different from a simple variation in shunt susceptance. This effect is to be expected, since a sufficiently large screw will behave as a length of line having a characteristic impedance and guide wavelength that vary with the insertion of the screw. At some insertion the screw may appear as
a half-wavelength section of line and give no reflection. Such an effect is shown in Fig. 8.40 which is a plot of admittance as a function of screw setting for a $2.5-\mathrm{in}$. diameter screw. This screw provides very little capacitive susceptance at 10.7 cm and none at 9.5 cm . Furthermore, the plots for both inductive and capacitive settings of the screw appear to be anything but a simple variation in shunt susceptance.

As expected, the effect for a given screw size is more pronounced at short wavelengths. Figure 8.41 is a plot at various wavelengths of standing-wave voltage ratio as a function of insertion for a screw 2 in.


Fig. 841.-Voltage standing-wave ratio as a function of screw setting for 2 -in. diameter screw at different wavelengths.
in diameter. A similar result, although one not so pronounced, is obtained with a $1.5-\mathrm{in}$. screw in the 8 - to $11-\mathrm{cm}$ region. A $1-\mathrm{in}$. diameter screw, however, is found to be quite satisfactory over this wavelength range for standing-wave ratios up to 3 in voltage. It shows a comparatively small variation of reflection with frequency for a given insertion as shown in Fig. 8.42. The shaded area represents the spread in curves of standing-wave voltage ratio as a function of insertion at five different wavelengths between 8.1 and 11.1 cm .

Also plotted to the same scale in Fig. 8.42 is the almost negligible inductive susceptance produced by retracting the 1 -in. screw into its boss. From this curve it is readily evident that a much larger screw is necessary to provide a usable amount of inductive susceptance. A compound screw of the type shown in Fig. 8.43, Sec. 8.15 is necessary to provide a usable amount of either inductive or capacitive susceptance with the same screw.

Although a larger screw will give a greater inductive susceptance,


Fig. 8.42.-Voltage standing-wave ratio as a function of screw setting for 1 -in. diameter screw in waveguide; spread over 8.1- to $11.1-\mathrm{cm}$ band. there are factors that limit the size of screw that can be used over a desired wavelength range. It is shown in Fig. 8.40 that, as the wavelength decreases, the plot of admittance as a function of retraction departs considerably from a purely susceptive variation. Data for different screw diameters indicate that this effect becomes more marked as the ratio of screw diameter to guide wavelength increases. The resulting characteristics are undesirable in two ways. First, they limit the magnitude of inductive susceptance that may be obtained. Second, they affect the "orthogonality" of tuning as shown in Fig. 8.39 for a pair of screws spaced one-eighth guide wavelength apart. Tuning with two screws is least complicated when one screw tunes the conductance component of a given


Frg. 8.43.-Tuning screws for adjusting match of transitions.
admittance and the other, the susceptance component. Departures from this characteristic make tuning without reference to the phase of the
mismatch a more complicated procedure as in the case of the capacitive screws discussed in Secs. 8.6 and 8.13.

This effect on the admittance as a function of retraction for the inductive screw is to be expected. In large-diameter cavities at sufficiently short wavelengths, appreciable propagation of the lowest roundwaveguide or $T E_{11}$-mode is possible. In this case the discontinuity becomes a short-circuited section of line of small but finite length which appears in the waveguide as a series reactance as well as a shunt susceptance. Since the whole effect is distributed over a large fraction of a guide wavelength it can hardly be treated as a single lumped susceptance. Experimentally, it has been found that the shunt admittance of a retractable screw 2 in . in diameter is very nearly a pure susceptance in the wavelength range 9 to 11 cm . This result is shown in Fig. 8.41. A screw of this size has been used successfully in a double-serew tuner for standing waves up to 2 in voltage over this wavelength range.

All effects described here probably can be analyzed and the optimum screw sizes calculated for a desired tuning range from the theory of waveguide discontinuities. In the interest of obtaining quickly the design for a useful tuner, however, the theory is left for more leisurely application.
8.15. A Waveguide Double-screw Tuner.-As discussed in the last section it is possible to tune a limited reflection in all phases by use of two general-susceptance tuning screws centered in the wide side of the guide. Such a tuner for 10 cm using the compound screws described in Sec. 8.14 is shown in Fig. 8.43. A plot of admittance as a function of setting of each screw separately would be similar to that shown in Fig. 8.39 where the admittance is referred to the plane of the input screw. The tuner is followed by a matched load. The compound screws will give a greater susceptance variation over a wide band than may be obtained with the simple screw tuner whose tuning is illustrated in Fig. 8.39. The relative sizes of the inductive and capacitive section of the compound screw were determined experimentally for the 9 - to $11-\mathrm{cm}$ band as described in the last section. It remains to discuss the tuning range, over a broad wavelength band, of a pair of these compound screws with a fixed separation, that is, one-eighth guide wavelength for only one wavelength in the band. The best separation for maximum tuning range over a given band may also be determined.

In Sec. 8.6 it was shown that two susceptive elements capable of adding infinite inductive and capacitive shunt susceptance and which are spaced an eighth wavelength along a transmission line can tune reflections of any phase for which the standing-wave voltage ratio is no larger than two. That is, all admittances except those lying within the circle of normalized conductance 2 on a Smith chart may be presented
or their conjugates matched with such a tuner. This condition holds theoretically only for the wavelength at which the tuning elements are an eighth of the line wavelength apart. At other wavelengths the maximum reflection that may be tuned in all phases is smaller than that for which the standing-wave ratio is 2 in voltage.

Very nearly the same result is obtained with general-susceptance screws that introduce only limited inductive and capacitive suscept-


Fig. 8-44.-Theoretical tuning range at midband of double-screw tuner with $\lambda_{g} / 8$ spacing; admittance plotted at input screw.
ances. Figure 8.44 is a plot of the theoretical tuning range of two screws with $\lambda_{g} / 8$ spacing which can introduce $\pm 0.7$ unit of susceptance. Much larger capacitive susceptances are obtainable with actual screws but this 0.7 unit of inductive susceptance is about the limit that can be obtained with a 2-in. diameter screw at 10 cm . As indicated in Fig. 8.43, the admittance is referred to the center of the first or input screw and the device is assumed to be followed by a matched load. The conjugates of all admittances within the shaded area may be matched with such a tuner at the wavelength for which the separation is $\lambda_{g} / 8$. The
maximum reflection that may be tuned in all phases is that represented by a standing-wave voltage ratio of about 1.9 .

Assuming that the screws can add the same maximum susceptance at all wavelengths in a given band, the tuning range over the band may be predicted as shown in Fig. 8.45. This plot shows the tunable regions of admittance at 9.0 cm (broken curve) and at 11.0 cm (solid curve)


Fig. 8.45.-Theoretical tuning at 9 and 11 cm of double-screw tuner with $\lambda_{g} / 8$ spacing at 10 cm ; admittance plotted at input screw.
of a tuner for which the screw separation is $\lambda_{y} / 8$ at 10 cm . Only the region enclosed by both curves is tunable over this 20 per cent band. The maximum reflection that can be tuned in all phases over the band is that for which the standing-wave voltage ratio is 1.55 . It is limited by the range of the tuner at 9.0 cm . This effect suggests that the proper spacing for maximum tuning over the band should be $\lambda_{g} / 8$ not at midband ( 10 cm ) but at a shorter wavelength. Figure $8 \cdot 46$ shows the effect of using a screw separation that is one-eighth guide wavelength at 9.0 cm . The maximum reflection tunable in all phases over the band is now that for which the standing-wave ratio is 1.75 in voltage. It is limited on
the low-conductance side of the plot by the range of the tuner at 11.0 cm , therefore, the best spacing appears to be one-eighth guide wavelength at a somewhat longer wavelength than 9.0 cm . Usually, the exact spacing for a maximum tuning range over a given band will depend upon the bandwidth and the guide wavelengths involved.

A comparison of the tuning ranges at 9 and 11 cm for the two different spacings of Figs. 8.45 and 8.46 shows, however, that the range of


Fig. 8.46.- Theoretical tuning at 9 and 11 cm of double-screw tumer with $\lambda_{g} / 8$ spacing at 9 cm ; admittance plotted at iuput screw.
tuning at 11 cm is considerably less affected by changes in screw spacing than that at 9 cm ; hence, little improvement is effected by increasing the separation from $\lambda_{g} / 8$ at 9 cm . Thus, to a very good approximation the spacing required for a maximum tuning range over a given band is an eighth wavelength for the shortest wavelength at which tuning is desired.

Except at the shortest wavelengths the experimental results obtained with actual tuners show somewhat better coverage than that predicted in the preceding analysis. The compound screws described here can add very large capacitive susceptances, but the maximum inductive
susceptance obtainable is about that assumed in the previous discussion. The shunt admittance added by these screws in a retracted position, however, is not a pure inductive susceptance. The plot of admittance as a function of screw setting at a given wavelength departs from the curve of unity conductance, as shown in Fig. 8.39, in such a way that it increases the maximum reflection that may be tuned in all phases.


Fig. 8.47.- Fxperimental tuning at 10.3 en of double-serew tumer with $\lambda_{g} / 8$ sparing at 10.3 en wavelength; admittance plotted at input serew.

Figure 8.47 is the plot of tuning range for an experimental doublescrew tuner of the type described in this section and gives the tuming range at 10.3 cm for a screw spacing that is $\lambda_{d /} / 8$ at this wavelength. It, is seen that reflections equivalent to a standing-wave voltage ratio of 2 are tunable in all phases, although neither screw can introduce separately more than 0.7 unit of inductive susceptance.

A plot of the same type at 9 cm for a screw spacing of $\lambda_{H} / 8$ at 9 cm is given in Fig. 8.48. Here, the tuning range is limited to reflections in all phases for which the standing-wave ratio is 1.71 or less in voltage. The reasons for this reduced range have not been thoroughly analyzed,
but the effect is probably due to interactions between screws. In the last section several suggestions are given as to why such effects can occur at the shorter wavelengths.

Figure 8.49 shows the tuning range at 11.1 cm of the same tuner ( $\lambda_{\rho} / 8$ spacing between screws at 9.0 cm ). This plot demonstrates the conclusion, given in the previous analysis, that the spacing between


Fra. 8.48.-Experimental tuning at 9 cm of double-screw tuner with $\lambda_{g} / 8$ spacing for 9 cm ; admittance plotted at input screw.
screws should, usually, be one-eighth guide wavelength for the shortest wavelength at which the tuner is to be used. For a reasonable bandwidth (about 20 per cent) this spacing allows the maximum of tuning at the shortest wavelength and does not appreciably affect the tuning range at the long-wavelength end of the band which usually is greater than the range at the short-wavelength end. The tuner described here will tune in any phase reflections for which the voltage standing-wave ratio is 2 or less from about 9.5 cm to more than 11.1 cm . For certain phases, very large reflections may be tuned since these screws can introduce very large capacitive susceptance.


Fig. 8.49 - Experimental tuning at 11.1 cm of double-serew tuner with $\lambda_{y} / 8$ spacing for 9 cm ; admittance plotted at input screw.

8-16. Phase Shifters.-The importance of phase shifters in certain applications has been emphasized in Sec. 8.7. Two simple and effective forms of waveguide phase shifters that have found favor are illustrated by Figs. 8.50 and 8.51 .


Fig. 8.50.-Slotted-waveguide phase shifter.

These two models operate on entirely different principles. The simpler principle is that underlying the version shown in Fig. 8.50. Long longitudinal slots are cut along the center of the two broad surfaces of a rectangular waveguide, each slot being very similar to those used in connection with standing-wave measurements. Since there are no transverse currents interrupted by these slots, they do not radiate appreciably. If desired, any slight amount of radiation may be suppressed by the outer section of rectangular tubing indicated in Fig. 8.50. When the clamp indicated in the figure is tightened, the larger dimension $a$ of the wave-


Fig. 8.51.-Dielectric phase shifter.
guide cross section is reduced, resulting in a reduction in the cutoff wavelength and an increase in guide wavelength. The relations are

$$
\begin{align*}
& \lambda_{c}=2 a,  \tag{8}\\
& \lambda_{a}=\frac{\lambda_{0}}{\sqrt{1-\left(\frac{\lambda_{0}}{\lambda_{c}}\right)^{2}}} \tag{9}
\end{align*}
$$

The change in the dimension $a$ is distributed over a long section of line that functions as an impedance-matching taper. As the guide wavelength is increased, the effective electrical length of the whole waveguide section is decreased, thus effecting a shift in phase.

In the phase shifter of Fig. 8.51, the change in guide wavelength is brought about by moving a long dielectric slab laterally across the interior of the waveguide. The effect on guide wavelength of such a slab has been calculated (Vol. 10) theoretically for the case in which the slab extends all the way from the top to the bottom wall of the waveguide. It seems to be easier to determine experimentally the change in guide wavelength caused by motion of the modified slab indicated in Fig. 8.52. Qualitatively, it is easy to see that the effect of the dielectric should be
much greater when it is in the region of the high electric fields present.at the center of the waveguide than when it is in the weak fields near the side walls. The length of the slab must be great enough to give a complete half-wavelength change in equivalent length as the slab is moved from center position to the side wall.

The slab is supported by means of either two or three rods, spaced in such a way that cancelation of reflections is achieved. Two rods of equal diameter spaced threequarters of a wavelength apart have been used. The wavelength to be used is the effective wavelength for an average position of the slab at the midband frequency. Alternatively, three rods with quarter-wavelength spacing may be used. The center rod should produce twice as much reflection


Fig. 8.52.-Section view of dielectric phase shifter. as the other two in order to achieve a broadband cancelation of reflections. For small rods, the reflection coefficient is proportional to $d^{2}$, consequently the central rod should have a diameter $\sqrt{2}$ times that of the others.

The ends of the dielectric slab are tapered in the manner indicated in Fig. 8.51, the length of the taper being half a wavelength. The wavelength to be used here is something like the mean between the normal guide wavelength and that in the section containing the slab in an average


Jivi. 8.5.3. - Double tapered dielectric slab. position. The double taper shown in Fig. 8.53 was found also to give good results. It was expected that a broader band would result from this arrangement, but its superiority over the single taper has not been established.

The dielectric that has been found to be most satisfactory for the slab material is polystyrene or one of the new materials of high softening temperature and the same dielectric constant. The plastic materials have the advantages of being easy to machine and unlikely to break in use. They have, however, the defect of being likely to suffer permanent damage if a spark is permitted to occur in the vicinity. Materials such as Mycalex, polyglas, or glass of various types are not damaged by sparking, but they are difficult to machine and subject to breakage. It is explained in the next paragraph that there is a maximum permissible thickness of slab which decreases as the dielectric constant
of the slab material is increased. Since glasses in general have high dielectric constants, glass slabs must be made thin; hence, they are fragile. It is possible that either Mycalex or polyglas might offer a good compromise in regard to machinability, ruggedness, and are resistance.

If the dielectric slab is made too thick, or if the width $a$ of the waveguide is too large, more than one waveguide mode may be propagated. It has been observed that when this situation exists certain positions of the slab lead to a resonant condition. The resonance occurs when the effective length of guide section supporting the higher mode has a critical value of approximately half a wavelength. High values of dissipative loss and high values of input standing-wave voltage ratio result, and voltage breakdown is likely to occur. The waveguide normally used at wavelengths near 1.25 cm is so wide ( $a=0.420 \mathrm{in}$.) relative to the wavelengths used that it is subject to this difficulty. In the construction of phase shifters, the width is decreased, by means of a half-wavelength taper, to the value indicated in Table 8.1.

The dimensions and performance characteristics of dielectric phase shifters designed for three wavelength regions are given in Table 8-1.

Table 8-1.-Dimensions of Polystyrene ( $k_{e}=2.56$ ) Phase Shifters (Wavelength range for $r<1.10$ )

|  | Symbol and units | $\begin{gathered} \text { Model I } \\ \lambda=1.23 \text { to } \\ 1.27 \mathrm{~cm} \end{gathered}$ | $\begin{gathered} \text { Model II } \\ \lambda=3.13 \text { to } \\ 3.53 \mathrm{~cm} \end{gathered}$ | $\begin{gathered} \text { Model III } \\ \lambda=8.5 \text { to } \\ 11.6 \mathrm{~cm} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Waveguide dimensions...... | $a, \mathrm{in}$. | 0.350 | 0.900 | 2.840 |
|  | $b$, in. | 0.170 | 0.400 | 1.340 |
| Slab thickness. | $c$, in. | 0.075 | 0.188 | 0.500 |
| Clearance gap. | $e$, in. | 0.020 | 0.044 | 0.170 |
| Slab length, including tapers. | in. | 2 | 5 | 15 |
| Diameter of two rods. | d, in. | 0.030 | 0.041 | 0.124 |
| Diameters of central rod, if used. | $d$, in. | 0.042 | 0.058 | . . . . . |
| Rod spacing. | in. | 0.173 | 0.470 | 4.426 |
| Dielectric taper length | in. | 0.346 | 0.940 | 2.050 |
| Breakdown power. | kw | 70 | 200 | 1000 |

POWER DIVIDERS

## Coaxial Power Dividers

8.17. Fixed Coaxial Power Dividers.- When it is desired to send half the power into each of two loads, a circuit of the type illustrated in Fig. 8.54 may be used. A modification, giving an unequal division of the power, is presented in Fig. 8-56. Several alternative circuits have been devised, but the ones given here have proved to be most satisfactory.

The operation of the circuit of Fig. 8.54 is good over a broad band, as
shown qualitatively by the following analysis. It may be reasoned that the two loads and the stub are effectively in parallel at the junction point. Each of the two loads presents the characteristic admittance $Y_{0}$ of the line at the junction point, giving a total load admittance at that point of $2 Y_{0}$. At midband wavelength, the stub length is adjusted to be effectively a quarter wavelength, consequently it adds zero susceptance. The


Fig. 8.54.-Power divider for equal division of power.


Fig. 8.55.-Admittance transformations in power divider of Fig. 8.54.
enlargement of the conductor of the quarter-wavelength section of the input line, a continuation of the center conductor of the stub, is chosen to give a characteristic admittance $\sqrt{2} Y_{0}$. This section acts as an admittance transformer, matching the load admittance $2 Y_{0}$ to the characteristic admittance $Y_{0}$ of the input line.

At a wavelength longer than the midband wavelength, the stub is too short and adds an inductive (negative) susceptance $B_{s}$ to the load
admittance $2 Y_{0}$, as indicated in Fig. 8.55. This is desirable, however, since at this wavelength the transformer section is also too short. The combined action of stub and transformer leads to an input admittance $Y_{i}$ that is very close to $Y_{0}$ even at wavelengths longer than the midband wavelength, as indicated in Fig. 8.55. Similarly, for shorter wavelengths, the stub adds a positive susceptance that combines with the transformer, now too long, to give a good match in the input line.

It is easily shown that for small departures from midband wavelength, the susceptance added by the stub is quantitatively equal to that required to produce the compensation indicated in Fig. 8.55. For larger departures from midband wavelength, compensation is no longer exact, but it is still good. The dimensions given in Table 8.2 were found to give a VSWR below 1.1 for the wavelength range 9 to 11 cm . All dimensions

Table 8.2.-Dimensions of Power Dividers of Fig. 8-54

| Dimension | Standard line size |  |
| :---: | :---: | :---: |
|  | $\frac{5}{8} \mathrm{in}$. | $\frac{7}{8}$ in. |
| Stub length $l_{\text {s }}$ | 1.220 | 1.107 |
| Conductor diameter d. | 0.325 | 0.468 |
| Transformer length $l_{t}$ | 1.110 | 1.000 |

except the stub length are calculated according to the simple theory outlined above. The stub length is then adjusted to give minimum input VSWR at midband wavelength.


Fig. 8-56.-Power divider for unequal division of power.

The principle of operation of the power divider of Fig. 8.56 is similar to that of the model shown in Fig. 8.54. In order to obtain unequal power division, quarterwavelength transformers are inserted in the two load lines. The characteristic admittances of the transformer sections are chosen to give the admittances $Y_{1}$ and $Y_{2}$, satisfying the relations

$$
\begin{gather*}
Y_{1}+Y_{2}=2 Y_{0},  \tag{10}\\
\frac{Y_{1}}{Y_{2}}=\frac{P_{1}}{P_{2}} \tag{11}
\end{gather*}
$$

Equation (10) requires the total load admittance at the junction to be equal to $2 Y_{0}$ just as in the simpler model of Fig. 8.54. The same char-
acteristic admittance, $\sqrt{2} Y_{\mathrm{n}}$. is then used for the stub and the input transformer whose action, including compensation for wavelength change, is just as before. Equation (11) enables the circuit to be designed to obtain any desired ratio between the powers $P_{1}$ and $P_{2}$ going to the two loa.ds. At midband wavelength both $Y_{1}$ and $Y_{2}$ are pure conductances, and they are in parallel and subject to the same rms voltage $V$. The powers $P_{1}$ and $P_{2}$ going to the two loads are then $V^{2} Y_{1}$ and $V^{2} Y_{2}$, and Eq. (11) follows.

As the wavelength is varied, $Y_{1}$ and $Y_{2}$ take on susceptive components; but their conductive components remain almost constant for wavelength variations that are not too large, and the power-division ratio remains almost constant. The constancy of the conductance component of admittance at the input side of a quarter-wavelength transformer is easily demonstrated with the aid of an admittance chart or by means of the admittance-transformation equation. It is found also that the signs of the susceptance components of $Y_{1}$ and $Y_{2}$ are opposite; consequently, there is a tendency for them to cancel each other. Quantitatively, the cancellation is good when $Y_{1}$ and $Y_{2}$ are nearly equal, but the susceptance component of the larger admittance $Y_{2}$ is always larger: This situation leads to a greater frequency sensitivity than that of the simple circuit of Fig. 8.54. It is possible to obtain accurate compensation of the frequency sensitivities of the stub, output transformers, and input transformer by suitable modification of the design. It is necessary to decrease the characteristic admittance of the stub and input transformer by the proper amount and make the appropriate change on the right side of Eq. (10). In the limit, as $Y_{1}$ approaches zero, a right-angle stub with a half-wavelength broadbanding transformer will result. By thedry, the characteristic admittance of stub and transformers is, in this case, $1.22 Y_{0}$, which may be compared with $1.41 Y_{0}$ in the case of Fig. 8.54.
8.18. Variable Power Divider.-The purpose of this device is to vary at will the ratio between the power delivered to two output lines. At the same time, the input impedance remains matched; therefore, no power is reflected by the circuit. The theory outlined below applies equally well for transmission lines of various types. Both coaxial and wavegtide versions have been made and found to operate essentially as expected.

Such power dividers are used to divide a given input power in any proportion desired between two operating loads (for example, two antennas) or, with a "dummy" load connected to one arm, to achieve an attenuator that has a minimum insertion loss of zero and is well matched at all attenuations. Although such an attenuator follows a calculable law closely, it is rather sensitive to slight frequency changes and hence not especially suitable for precision work.

The principle of operation may be understood by considering the
model indicated schematically in Fig. 8.57. The conditions prevailing for three different stub lengths will be discussed.
(1) $l_{c}=\frac{1}{2} \lambda$, hence $l_{d}=\frac{1}{4} \lambda$. In this case, stub $C$ presents a short circuit ( $Z_{C}=0$ or $Y_{C}=\infty$ ) across the junction $A C E$. This prevents the passage of power into output Iine $A$. Since this short circuit oceurs $\frac{1}{4} \lambda$

from the input junction $G H I$, it presents an open circuit across this junction ( $Z_{G}=\infty$ or $Y_{G}=0$ ). Thus the output branch $(G$ acts as a quarterwavelength stub support, allowing free passage of power from input line $I$ into the other branch $H$. This branch $H$ is matched since the stub D ( $\frac{1}{1} \lambda$ long) acts as a normal stub support and permits free passage of power in to the matched load $B$. Thus


Fig. 8.58.-Division of power vs. stub length for the power divider of Fig. 8.57. the input line $I$ is matched, all the power is delivered to load $B$ and none to $A$.
(2) $l_{c}=\frac{3}{4} \lambda$, hence $l_{d}=\frac{1}{2} \lambda$. Now the stub $D$ short-circuits the load $B$, while the stul) $C$ allows free passage into load $A$, since it acts as if it were a quarter-wavelength stub support. Thus all the power is now delivered to load $A$, none to $B$, and the input line $I$ is matched.
(3) $l_{c}=\frac{5}{8} \lambda$, hence $l_{d}=\frac{3}{8} \lambda . \quad$ Stub $D$ is now capacitive and stub $C$ is inductive. These stub susceptances are added in shunt with the loads $A$ and $B$. At the input junction $G H I$, the admittances at $E$ and $F$ have been transformed by the quarter-wavelength sections $E G$ and $F H$ in such a way that the inductive effect of one branch
is exactly compensated by the capacitive effect of the other, and the conductances add to give exactly the characteristic admittance of the coaxial line. Hence the admittance at the input line $I$ exactly matches the line. The power divides equally between output lines $A$ and $B$, as indicated by Fig. 8.58.

Application of the transmission-line equation shows that, for all values of $l_{c}$, the admittance at the input line $I$ exactly matches the line. The fraction of the available power delivered to output line $A$ and to output line $B$ may be calculated from the equations

$$
\left.\begin{array}{l}
P_{A}=\sin ^{2}\left(\frac{2 \pi l_{c}}{\lambda}\right) \\
P_{B}=\sin ^{2}\left(\frac{2 \pi l_{d}}{\lambda}\right)  \tag{12}\\
P_{B}=\cos ^{2}\left(\frac{2 \pi l_{c}}{\lambda}\right)
\end{array}\right\} .
$$

These quantities are plotted in Fig. 8.58.

It should be realized, however, that a power divider of this type presents a matched impedance in the input line only when the line is the branch so indicated in Fig. 8.57. If power is fed in through one of the other branches, say branch $A$, and branch $B$ and the branch indicated as the input line are terminated in matched loads, the impedance looking in at


Fig. 8.59.-Coaxial power divider for $\frac{7}{8}$-in. line. A will not, in general, be matched. For the setting of the stubs that would normally give complete transmission into load $A$, the impedance looking in the reversed direction will be matched. For other settings of the plungers, a certain amount of mismatch will occur. The percentage of the power in the incident wave which is coupled through from one branch to another is the same regardless of which branch is used as the input one. It is not true, however, that the input impedances or standing-wave voltage ratios in the two cases are equal. In the first
case all the power of the incident wave not transmitted to load $A$ is dissipated in load $B$, but in the reversed arrangement, the power not dissipated in the branch $I$ is partly reflected back along branch $A$ and partly dissipated in load $B$.

The actual form of the final circuit is that shown in Fig. 8.59. The input line is shown in the rear and the two output lines are shown in the foreground. The right-angle stubs in the two output lines are like those of Fig. 4.31, inchuding undercut transformers. An identical undercut transformer occurs in the input line. The two plungers are moved by pinioned gears attached to a common shaft.

It was found necessary in order to obtain an improvement in imped-ance-matching to alter the length of the two stubs in the input and output branches. The VSWR finally obtained was about 1.1 at the design wavelength of 9.1 cm . Power levels of about 500 kw were required to cause breakdown.

The effectiveness of a variable-length stub in short-circuiting either one of the output lines is limited by the conductivity of the metals and the losses in the plunger. It was found that the maximum attenuation obtainable at either output line was limited to about 45 db .

## Waveguide Power Dividers

8.19. Fixed Power Divider. ${ }^{1 \text { - FFixed waveguide power dividers of }}$ two types have been developed, the Y and the T , so-called because of their shape. The principle of operation of the Y-shaped power divider is simple. A rectangular waveguide carrying power in the $T E_{10}$-mode is illustrated in Fig. 8.60a; a thin conducting plate may be inserted across the waveguide, perpendicular to the electric field, as in Fig. 8.60b. The introduction of this plate does not change the fields inside the waveguide, nor does it change the currents in the walls; consequently, the input impedance relations undergo no change when the partition is put in. Since the field is uniform in the $y$-direction, the voltage across the waveguide will be divided between the two branch waveguides in the ratio of $V_{2} / V_{1}=E b_{2} / E b_{1}=b_{2} / b_{1}$. In addition, the currents in the two banches are equal to each other and to the currents in the main waveguide. The two branches are, therefore, in series with the main waveguide, and the power transmitted through the two branch waveguides will be in the ratio of their heights. This waveguide circuit is then a power divider.

This power divider in its simplest form would not be convenient, since

[^60]each branch, having a height less than the height of the waveguide, has an impedance different from the impedance of the main waveguide. This simple version should be modified by tapering each branch into a waveguide of standard size, as shown in Fig. 8.60c. In practice, it is found convenient to have the two branch waveguides separated from one


(c)


Fig. 8.60.-Development of Y-type power divider.
another, rather than joined by a common wall, and a further modification that results in the Y-shaped power divider is made as in Fig. 8.60d.

Models have been designed, as indicated in Fig. 8.61 and Table 8.3, for the $3-\mathrm{cm}$ and $10-\mathrm{cm}$ regions. All are for an equal division of power, although models can be designed for some other ratio of power division, if desired. It should be noted that the critical dimensions in each

Tarle: 8.3-Design Parameters fon the Power Dividfrs of Fig. 8. 61

| Band for <br> VSWR <br> $=1.07$ | $a$, in. | $b$, in. | $c$, in. | $d$, in. | $e$, in. | $\theta$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10.0-11.1$ | 2.840 | 1.340 | 0.562 | $\frac{1}{2}$ | 0.080 | $11^{\circ} 31^{\prime}$ |
| $8.5-11.5$ | 2.840 | 1.340 | 0.9375 | $\frac{7}{16}$ | 0.080 | $7^{\circ} 66^{\prime}$ |
| $3.1-3.4$ | 0.900 | 0.400 | 0.200 | $\frac{1}{4}$ | 0.050 | $13^{\circ} 14^{\prime}$ |
| $3.1-3.4$ | 0.900 | 0.400 | 0.230 | $\frac{1}{4}$ | 0.050 | $7^{\circ} 3^{\prime}$ |

case are the angle of the $Y$, which determines the length of the taper, and the position of the leading edge of the vane. These dimensions were both determined experimentally. The $10-\mathrm{cm}$ model has been tested on high power; it did not break down at the maximum available power of 1.1 Mw .


Fri. 8.61.-Waveguide power divider, fixed Y-twpe.
It is probable that a power divider of this type will handle almost as much power as the waveguide itself.

Another possible form of fixed power divider makes use of a seriesbranching T-junction, as in Fig. 8.62. If power is fed into arm $A$, it will divide equally between arms $B$ and $C$. If the three branches are all waveguides of the same size, however, there will be a considerable mis-


Fig. 8.62.-A T-type power divider. Arrows represent electric fields.


Ftg. 8.63.-Power divider, modified Ttype. Arrows represent electric fields.
match consisting, in part, of the mismatch due to the junction effect, and, in part, of the mismatch due to the load of impedance $2 Z_{0}$ terminating a waveguide of impedance $Z_{0}$. In practice it has been found difficult to match such a power divider over any reasonably large wavelength band. There are a number of ways in which this frequency sensitivity could be reduced. One way that might succeed would be to use the T of Fig. 8.63, a series-branching $T$, in which the output branches are half the height
of the input branch, with, therefore, half the characteristic impedance. Then, only the junction effect would be left to match. Again, the height of the output branches could be set at some other value found experimentally, to correct partially the junction effect. In either case, the output branches would have to be tapered up to full size, and the result would not be a particularly simple arrangement. In addition, because of the sharp corners, it probably could not handle as much power as the Y-type.

The power divider just discussed used a series-branching, or $E$-plane T. An $H$-plane T might be used, but it would probably be more frequencysensitive than the $E$-plane T. It would have the advantage, however, of handling higher powers.

If the geometric arrangement of the T is preferable to that of the Y , the latter can be modified to get a $T$ that is almost as compact as a simple T , and that has the broadband characteristics of the Y. This design is


Fig. 8.65.-Power divider for use at wavelengths between 3.15 cm and 3.65 cm . illustrated in Fig. 8.64. It can be seen that this design uses a Y-type power divider the branches of which have mitered angles placed as close as possible to the divider. A dimensioned drawing is shown in Fig. 8.65. The input VSWR is below 1.1 over the wavelength band 3.15 cm to 3.65 cm . This power divider has been tested at pulse powers up to $225 \mathrm{kw}, 1-\mu \mathrm{sec}$ pulse duration, 1000 pps , without breakdown.

### 8.20. Variable Power Dividers.

 A simple variable power divider can be made using a Y-junction with the dividing partition hinged at one end as shown in Fig. 8.66. Such a power divider should be well matched over a broad band, since it is derived from a broadband fixed power divider. The power divides between the two output branches in the ratio of the heights $b_{1}$ and $b_{2}$, just as in the related fixed power divider of Sec. 8.19. Some work was done on such a power divider, but it was notcarried through to completion. A model designed for a wavelength of 10.5 cm was tested at various wavelengths and found to have a maximum standing-wave voltage ratio of about 1.25 for all adjustments over the band from 8.2 to 11.5 cm . This model was not well constructed; as a result the data are not particularly meaningful. Better performance could probably be obtained from


Fri. 8.66.-A Y-junction variable power divider with hinged partition. a well-built model. Onc troublesome feature was the design of a capacitance joint to connect the moving partition to the waveguide walls. The joint on the one model that was made gave trouble with r-f leakage and was not considered satisfactory.

A more successful power divider, although probably not so good intrinsically as the Y-type power divider, is the waveguide version of the coaxial-line power divider. An idealized model of such a power divider is shown in Fig. 8.67. Power enters arm $A$, arms $B$ and $C^{\prime}$ are connected to the two loads between which the power is to be divided. Arms $D$ and $E$, each a quarter guide wavelength from $A$, have plungers riding in them. The plungers are ganged and are set a quarter guide wavelength apart vertically.

As was shown in the discussion of the coaxial-line power divider, if the T -junctions are all ideal the power divider will be matched at all settings of the ganged plungers. But the waveguide T-junctions are not ideal; hence an equivalent circuit (Vol. 10) including a junction effect must be used in the analysis. Therefore, as the plunger in arm $D$ is moved, instead of an impedance of $1+j \tan \beta l$ being seen at the junction of arm $D$ with the main line, an impedance that differs from this


Fig. 8.67.-Waveguide variable power divider.
value is seen because of the effect of the junction. A similar effect occurs at arm $E$. Thus, as the ganged plungers are moved, the impedance seen looking into the power divider will vary approximately as shown in Curve $a$ of Fig. 8.68. This circle will close on itself when the plungers have moved a quarter wavelength from their starting position, since the
power divider then looks the same as in the beginning. The center of the curve is displaced from the center of the chart, since the junction of $A$ with the main line also is nonideal. If, then. a matching iris is placed in the input arm, the impedance of the power divider as a function of plunger position will be a circle about the center of the chart.

This nonideal behavior can be compensated by putting in a matching clement that makes the junction behave like an ideal one. The matching


Fig. 8.68.-Input admittance of power divider as plungers are moved. Refercnce point is $0.16 \lambda_{g}$ on input side of junction and $\lambda=3.2 \mathrm{~cm}$. (a) no irises in stubs; (b) irises in stubs; (c) iris also in input.
iris that is used is the same one used in matching a series-branching $T$. When this iris was used in arms $D$ and $E$, the impedance of the power divider no longer varied as Curve $a$ of Fig. 8.68 but was fairly constant as in Curve $b$. Since the junction of $A$ with the main guide is nonideal, a matching iris is required there also. When this iris is inserted, Curve $c$ of Fig. 8.68 results.

This power divider is frequency-sensitive, as might be expected from the design which includes several rather long stubs. One power divider has been designed for a wavelength of 3.20 cm . In the wavelength band
from 3.17 to 3.23 cm , the maximum standing-wave voltage ratio is 1.20 . The power-division ratio is limited by the loss in the stubs and the plungers; the maximum ratio obtainable with this divider is about 35 db .

This basic design of power divider for waveguide has been modified, as was the coaxial-line version, by putting a gas switch on one of the plunger arms. The tube is arranged to be ineffective at high-power levels, allowing the power divider to attenuate the transmitted signal. At low power, the switching tube is effective in reducing the attenuation of the low-level signal. An additional problem arose in the design of this model. It was discovered, when making standing-wave measurements on the first experimental model, that the plot of standing-wave ratio as a function of plunger position was a circle that closed only after a plunger motion of one-half wavelength. This effect was similar to that caused by the plungers being improperly set relative to one another. Since the plungers had been set accurately a quarter wavelength apart, the trouble was thought to be caused by an abnormally large phase shift introduced by the T-junction to which the gas switch was attached. This was found to be the case; and, when the distance between the plungers was changed to compensate for this effect, the performance was the same as in the simple power divider.

## SWITCHES

8.21. Coaxial-line Switches.--The variable power divider described in Sec. 8.18 may be used as a coaxial-line switch by moving the pair of short-circuiting plungers between the two positions corresponding to full power transmission first into one load and then into the other. Such a switch would carry about as much power as the normal stub-supported line of which it is composed, and it would be well matched even during the switching process.

For certain applications it is desired to have a switch that is more compact, lighter in weight, simpler to build, and faster in switching. In many of these applications the problem is simplified by the fact that the switch is not required to operate at high power levels, and usually the mismatch during switching is of no consequence.

A switch that possesses all these desirable characteristics, but which is limited to low power levels and is not matched during switching, is shown in Fig. 8.69. It was designed for use at wavelengths around 10 cm , but there is nothing in the design which makes it unsuitable for other wavelengths. The switch was designed for laboratory test work, so it is equipped with type- N connectors, the connector most frequently used on coaxial test, cables. Switching is accomplished by shifting the connection of the center conductor from one output line to the other. The center conductor of the input line is pressed, by an internal spring,
against the movable section of the center conductor; thus good electrical contact is maintained. The center-conductor section is moved by means


Fig. 8.69.-R-f switch, shown in off position. The horizontal pin in the center may be slid right or left to complete the circuit to either one of the two output lines.
of dielectric pins attached, through a slot, to an external carriage moving on ways. Each end of this section is fitted with a pin that plugs alternately into one or the other of the slotted-finger receptacles in the two output lines.

The number of switches of this type which have been made is insufficient to give an accurate figure for the input VSWR that can be expected in production. Indications are that the value is probably about 1.5 at a wavelength of 10 cm . Although this figure is acceptable for many applications, it is not very good. The high mismatch is probably caused by a combination of connector mismatches and mismatch at the right angle formed at the center of the switch.

A switch of another type suitable for similar applications is that of Fig. 8.70. The design repre-


Fig. 8.70.-Type-N switch with two output lines. Rotation of the shaft transfers the connection from one to another of the two output lines at the right.
sents a variation on a switch developed at Radio Research Laboratory at Harvard, which is a six-way switch, type number M2415. Type-N
connectors are again used, but the principle of operation is different. The input line is at the top of the figure, coaxial with the hexagonal block forming the body of the switch. The coaxial-line elbow inside the body is rotated by means of the shaft indicated in the lower part of the figure. The upper end of the elbow is connected to the input line, but the output end may be rotated to either of the two output lines shown. With the hexagonal block, as many as six output lines could be used. The center conductor of the elbow makes contact with the input line by means of a slotted tip inserted into a hole in the input center conductor. The connection to the center conductor of the output line is made by a projecting blade that is squeezed between two open fingers of the center conductor of the output line. The outer conductor of the elbow makes contact by a rotating machined fit. Contact with the output lines is furnished by a coaxial sleeve that is pressed, by the spring shown, against the cylindrical inner surface of the hollow body. One end of the slecve is rounded to fit this cylindrical surface, and the other end is slotted to form fingers that contact the outer conductor of the main part of the elbow. Of course, it is necessary to allow for the passage of the two fingers of the center conductor of the output line as the elbow is rotated. This is accomplished by cutting a wide horizontal slot through the end of the sleeve and through the end of the dielectric filling the line within the sleeve.

The first group of switches made according to this design gave an average VSWR of about 1.5 to 2.0 . It was felt that this was partly caused by mismatches in the connectors and in the elbow angle, but principally by the relatively large cutaway section for allowing passage of the center conductor of the output line. As an expedient, the impedance transformation resulting from drilling away a large part of the dielectric within the entire length of the elbow section was tried. Four holes of $0.120-\mathrm{in}$. diameter were drilled parallel to the center conductor, removing most of the dielectric material. It was found that this transformation decreased the VSWR to an acceptable value. A switch of this type, mounted on a box containing a relay, is shown on the left in Fig. 8.72.

Two other modifications were found also to be desirable:

1. Trouble was experienced from "freezing" of the metallic contacts in the rotating machined fit at the input end of the elbow, so the closeness of the fit was relaxed and a thin washer of poly-F dielectric was inserted as a spacer. This material is ideal for the purpose, being tough yet smooth and slippery. The low capacitance across the washer gives adequate coupling of the outer conductors.
2. The coupling to the outer conductor of the output lines was also made capacitive by removing the spring and soldering the sleeve in place to leave a gap of from 0.005 to 0.010 in . between the sleeve
and the cylindrical inner surface of the body. Actually, the sleeve was rebuilt, omitting the slotted fingers and increasing the diameter of the output end to give maximum coupling capacity. Five switches, incorporating these two modifications and having the holes drilled in the dielectric, gave a VSWR below 1.2 at a wavelength of 10 cm and below 1.3 at 9 cm and 11 cm . Operation was satisfactory from $-50^{\circ}$ to $+75^{\circ} \mathrm{C}$.

Neither of these switches is capable of the extremely fast switching that is sometimes required. It is frequently desired, in certain rapidscanning devices, to switch alternately between two antennas at rates measured in hundreds or thousands of switching cycles per minute.


Iig. 8.71.-Proposed high-speed coaxial switch.
The power levels required are also beyond the capabilities of the two switches just described. Attempts have been made to design a coaxialline switch capable of fulfilling these requirements, but none of these efforts has met with any noteworthy success. It may be remarked, however, that these unsuccessful attempts were made some time ago and it may be that a determined attack on the problem using present knowledge and techniques would prove more fruitful.

One of the more promising early switches bore a resemblance to the variable power divider that was developed somewhat later. A combination of some of the principles of this early switch with the power divider of Fig. 8.57 is represented schematically in Fig. 8.71. The two stub branches are cut to permit the two "choppers" $c_{1}$ and $c_{2}$ to shortcircuit the line giving a stub length $l_{1}$, equivalent to a quarter wavelength.

A radial capacitance-coupling section is used on the outer conductor. The choke sections would have to be folded under as indicated in order to make them a full quarter wavelength long for suppressing leakage of power. The diameter $d$ is made as large as possible in order to get maximum capacity in the coupling. Unfortunately, there is not sufficient room for a full quarter wavelength of radial line. The gap $g$ is made as small as is practical-perhaps 0.010 in . or less. Looking at the stub on the left, appreciable capacitive reactance will appear in the capacitance couplings of both inner and outer conductors. This may be compensated by proper adjustment of $l_{1}$ in design. The capacitive reactance is


Fig. 8.72.—R-f switches.
still larger in both conductors when the copper sheet is removed, as on the right. This reactance is not serious, since it is in series with a very high reactance caused by the short-circuiting plunger, about a quarter wavelength away. Any slight effect may be compensated by adjustment of $l_{2}$.

The action of the switch is as follows: The two chopper sheets $c_{1}$ and $c_{2}$ are essentially half disks mounted on shafts $S_{1}$ and $S_{2}$. The shafts are rotated in synchronism in such a way that when one stub is shortcircuited by its chopper the other is not. In the condition shown, the left stub is short-circuited and acts as a quarter-wavelength stub, allowing power to go past it to the load on the left. The right stub is shortcircuited by the movable plunger at a length $l_{2}$ equivalent to a half wavelength. Just as in the power divider, this short-circuits the right load cutting off its power. Since this short circuit appears a quarter wavelength from the input junction, the input power is permitted to flow out to the left load.

The original switch was essentially of this type, but the upper lines containing plungers were omitted. Trouble was experienced with breakdown at moderate power levels, hence rounding of sharp corners is advisable. Care must be exercised to ascertain that both loads are never short-circuited at the same time. That is, the choppers should be slightly more than half a disk with the result that during switching, power is delivered to both loads for an instant, and the condition in which neither load can dissipate the input power is avoided.

If such a switch does not give satisfactory performance, recourse may be had to the use of a waveguide switch. This alternative would involve transitions from coaxial lines to waveguide, but it is probable that the simplicity and high-power capabilities of waveguide switches would more than compensate for the necessity of using transitions.
8.22. Waveguide Switches. ${ }^{1 \text { - The }}$ simple T-switch is basically a T-junction such as the one shown in Fig. 8.62 with the input line at $A$,

and the two loads between which power is to be switched at $B$ and $C$., Some mechanical arrangement is used that alternately puts a short circuit in branch $B$, sending power into $C$, and then in branch $C$, sending power into $B$. The short circuits are so located that reflectionless transmission occurs around the corner when the T-switch is properly matched by an iris in $A$.

Several such switches have been designed at 3 and 10 cm for switching power from one antenna to another. One design is shown in Fig. 8.73. In this model there are, in the output branches, two choke-flange junctions with the choke on the input side of the junction separated from the flange just enough to allow a metal "chopper" plate to move in and out. The length $S$ of the short-circuited branch and the dimensions of the input matching iris may be determined by experiment or may

[^61]be taken from data reported elsewhere (Vol. 10). The two choppers are mounted in such a way that when one is between its choke and flange the other one is removed from its choke and flange; thus power is allowed to go through the open junction. The choppers may be sections of disks mounted on a common shaft. They should short-cireuit the respective branches somewhat less than $180^{\circ}$ of rotation in order to avoid both loads being cut off at the same time. An alternative design differs from this version in having the corners of the junction rounded to reduce the likelihood of power breakdown.


Fig. 8.74.-Modified T-type waveguide switch.
The British have also made a switch of this type. It differs in that the waveguide narrows down in the switch, as shown in Fig. 8.74, and uses a British choke like the one discussed in Sec. 4.10. The chopper consists of sector disks with $36^{\circ}$ sectors. Since the waveguide height is so small, the switching can be done rapidly; as a matter of fact, this switch was designed to switch power from one antenna to another and back on alternate pulses.

A waveguide switch that will switch power into any one of threc circuits is presented in Fig. 8.75. The power applied to $A$ may be switched into $B, C$, or $D$. Short-circuiting is accomplished by means of resonant rings, one in each output branch. The matching irises, required for matching around the corner into branch $B$ or $C$, are inserted in these branches rather than in the input line where they would affect straightthrough transmission into branch $D$.

This switch is of interest because it is the only one of American design
to use resonant rings as the short-circuit devices. The ring used is shown in Fig. 8.76. The shape of the ring, which is different from the simple rectangular resonant ring normally used in rectangular waveguide, is such that the impedance of the ring is relatively insensitive to frequency changes. A ring is desired which will be as good a short circuit as possible over a large frequency band when its plane is perpendicular to the longitudinal axis of the waveguide. Actually, a small amount of power leaks past the ring. The amount of power leaking past the ring is 61 db down from incident power level at midband wavelength, 9.1 cm and 30 db down at the edges of a 7 per cent band. The rings are made of $\frac{3}{32}-\mathrm{in}$. duraluminum stock, and all edges are rounded to reduce tendency to spark. They are rotated by motors with stopping pins inserted in the


Fig. 8.75.-Views of three-way switch. mount. Switching may be accomplished in about 0.03 sec . In the switching cycle, the new branch is opened before the old one is closed to avoid complete reflection of input power. The VSWR during switching has a maximum value of about 2.7.


FIG. 8.76.-Detail of resonant ring. Sparking occurs at an undetermined point, probably in the resonant ring, at a power of about 200 kw .

A special two-way switch has been designed for switching $3.2-\mathrm{cm}$ power alternately into the two ends of a linear antenna array. In Fig. 8.77 is a schematic diagram showing the switch that was developed cooperatively by Radiation Laboratory and Bell Telephone Laboratory. ${ }^{1}$ When the switch is in the position shown, power coming in arm $C$ is switched to $B$, then through the antenna, from which most, but not all, goes
${ }^{1}$ Drawings and data on final design supplied by C. N. Nebel of BT'L.
out into space. The power that is not radiated, amounting to some 10 per cent, comes back in arm $A$ and into an absorbing load in arm $D$. When the switch is thrown the other way, the power goes into $A$, through the antenna, back into $B$, and then into the load at $D$. The ratio of the power delivered into branches $A$ and $B$ (i.e., the discrimination factor for

$\times 0.064^{4}$ wall fit each
surface. Channels $A$, $B, C$, and $D$ are $0.497^{*}$ $\times 1.122^{\prime \prime}$
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Fig. 8.77.-Two-way r-f switch.
one switch position) is about 40 to 50 db , on the average. The VSWR observed on one representative switch was below 1.02 over the frequency range 9320 to $9400 \mathrm{Mc} / \mathrm{sec}$, rising to 1.04 at $9430 \mathrm{Mc} / \mathrm{sec}$. Transmission loss through the switch was about 0.1 db . At a pressure corresponding to an altitude of $50,000 \mathrm{ft}$, breakdown occurred at about 50 kw pulse power on the average.


Fig. 8.78.-A Y-switch with short-circuiting pins.
Junctions that are Y-shaped with $120^{\circ}$ between arms have been found to have properties that make them desirable for switching applications. In particular, if a short circuit is placed close to the junction in one output, branch, power will be transmitted around the corner into the other branch with only a small reflection over a broad band of wavelengths. This property has been used to advantage in the switch shown in Fig.


Fig. 8.79.-A Y-switch with resonant ring.


Fra. 8.80.-Schematic diagram of rotary switch.
8.78. The short circuit is provided by a rod that is inserted to within 0.012 in . of the bottom of the waveguide. The power leaking past this rod is 55 db below that transmitted into the other branch. Breakdown occurred at about 10 kw pulse power when the switch was operated while the power was applied.

A Y -switch using a resonant ring has been designed by the British. ${ }^{1}$ This switch, which is shown in Fig. 8.79, is designed for a wavelength


Fig. 8.81.-Switching system for rotary switch.
of 3.2 cm , and uses the British waveguide $1-$ by $\frac{1}{2}-\mathrm{in}$. ID. The standingwave voltage ratio is less than 1.06 over a band whose total width is 6 per cent. The discrimination between the two output branches is better than 25 db over this band. The switch has transmitted 20 kw at pressures down to 5 in . of mercury.

A switch of a different type is that operating on a rotary principle. One such switch that has been developed is based on a $3-\mathrm{cm} E_{0}$-mode rotary joint. A schematic drawing of such a switch is shown in Fig. 8.80. Power is introduced at $A$ through a standard $E_{0}$-transition into the rotary section. The transition back to rectangular waveguide has four branches, $B, C, D$, and $E$. In the application for which this switch was designed each of these four arms was fastened to a horn antenna feed. As the
${ }^{1}$ W. D. Allen, "Resonant Rings and Ring Switches in Waveguides," TRE Report ©-10/R137/WDA, Feb. 19, 1943.
joint rotated, each feed in turn swept past the throat of a folded horn antenna. The switching arrangement, not shown in this figure, shortcircuited the three arms which were not transmitting power into the antenna.

The switching system is shown in Fig. 8.81. Each arm is broken at a certain place by an open choke-flange coupling in which the faces of the choke and flange are cut to a radius $r$. Fitting in between these open junctions is a stationary metal cylinder with an aperture. As the switch rotates, each arm in succession will carry power to the antenna while the others are short-circuited. The radius of the cylinder is so chosen that power is transmitted through the switch with minimum reflection. The chokes in the open junction are standard chokes that have been turned down as indicated to get a well-matched open junction. The aperture in the cylinder must be chosen carefully to afford the smallest possible impedance variation during switching. The aperture found to be best is $105^{\circ}$.

The standing-wave ratio during switching is fairly low, a VSWR of slightly over 2 , and the change in standing-wave ratio takes place in such a way that the phase is fairly constant. This is found to be desirable to avoid excessive frequency-pulling of the magnetron. A switch of this type performs well over a relatively narrow band of wavelengths, a total band width of about 1 per cent being all that may be expected. Powers of about 100 kw may be used.

A switch of this type, designed for a wavelength of 1.25 cm , is shown on the right in Fig. 8.72.

## CHAPTER 9

## THE THEORY OF MICROWAVE FILTERS

By R. M. Fano and A. W. Lawson

Filters are passive networks which selectively transmit waves of different frequencies. The design of such networks consists in the appropriate choice and arrangement of circuit components to obtain specified frequency characteristics. Methods for designing networks consisting of inductances, capacitances, and resistances have been highly developed. When microwave components are used, however, the existing low-frequency methods of design are no longer directly applicable. The proper solution of the design problem at ultrahigh frequencies would be the development of a new design method which would use microwave components as building blocks. The development of such a design method, however, presents mathematical difficulties which have not yet been overcome. Under these circumstances, it is natural to inquire whether microwave components could be used to approximate the behavior of lumped elements over a limited frequency band. If so, it would then be possible to obtain microwave filters from low-frequency filters by the simple process of substituting for the lumped elements the corresponding microwave components. Fortunately, such a design procedure is feasible in most practical cases, and a variety of microwave filters have been successfully designed in this manner.

In the light of the foregoing discussion, the subject of microwave filter design can be divided into two parts; namely, the design of lumpedelement filters with prescribed electrical characteristics, and the transformation of these filters into microwave structures having approximately the same characteristics over a specified range of frequencies.

The present chapter deals with the first part of the problem, that is, the design of lumped-element filters. Since a complete treatment of this subject would require at least an entire volume, this chapter represents a compromise. The authors have tried to present enough basic material to permit the reader not familiar with network theory to understand and profitably apply the simpler methods of design. On the other hand, it has been considered worth while to include more refined design procedures developed in recent years because they are not presented in any book available at this time. A good understanding of these procedures, however, requires a certain familiarity with network theory,
which for the sake of brevity is not discussed here. For a detailed discussion of this subject, the reader is referred to Vol. 2, Communication Networks, by E. A. Guillemin, and to Network Analysis and Feedback Amplifiers, by H. W. Bode. ${ }^{1}$ In this connection, it should be pointed out that some network theorems, as for example the reciprocity theorem, apply to microwave networks as well as to lumped-element networks. Other theorems, however, have been proved only in the case of lumped elements although they are generally believed to apply to microwave networks also. For a discussion of the extension of network theorems to distributed-constant systems, the reader is referred to Vol. 8, Chap. 5, of this series.

Chapter 10 deals with the approximate transformation of lumpedelement structures into microwave structures and with the realization of microwave filters in practical forms. Since filters are needed at microwave frequencies for the same purposes and reasons as at lower frequencies, the transformation of lumped-element structures provides an adequate variety of filter characteristics. However, one important practical difference exists. At low frequencies, low-noise amplifiers may be used to supply power lost in dissipative filters; at microwave frequencies, no satisfactory amplifiers have been built to date. Consequently, dissipative filters have not been studied, and all the filters described below provide frequency discrimination by selective reflection; any resistive loss is purely incidental and represents an unavoidable design hazard.

## MATHEMATICAL REPRESENTATION OF TWO-TERMINAL-PAIR NETWORKS

9.1. Parameters Specifying Two-terminal-pair Networks.-The simplest type of filter consists of a network with a pair of input terminals and a pair of output terminals. It is customary to refer to such a network as a four-terminal network or a two-terminal-pair network. Filters with more than two pairs of terminals can be designed by properly connecting a number of filters of the simplest type. It seems appropriate, therefore, to


Fig. 9.1.-A two-ter-minal-pair network. focus our attention on two-terminal-pair networks and, in particular, on the mathematical representation of their external characteristics.

A two-terminal-pair network is illustrated schematically in Fig. 9•1 as a box with two pairs of terminals. The network inside the box is assumed to be linear and passive but may be completely arbitrary in
${ }^{1}$ See, for example, references 5 and 1 of the bibliography at the end of the chapter. Numeral superscripts in the text refer to the corresponding numbered reference of the bibliography.
all other respects. The external behavior of the network can thus be expressed by means of any two linear relations involving the variables $V_{1}, V_{2}, I_{1}, I_{2}$. Six pairs of such relations can be written expressing any two of these variables as functions of the other two. Only three of these six pairs, however, are sufficiently important in practice to deserve special attention.

The first pair of relations is obtained by expressing the voltages $V_{1}$ and $V_{2}$ as functions of the currents $I_{1}$ and $I_{2}$.

$$
\left.\begin{array}{l}
V_{1}=Z_{11} I_{1}+Z_{12} I_{2},  \tag{1}\\
V_{2}=Z_{21} I_{1}+Z_{22} I_{2} .
\end{array}\right\}
$$

One usually refers to the coefficients $Z_{11}, Z_{12}, Z_{21}, Z_{22}$ as the "open-circuit impedances." In fact, if the output terminals are open-circuited, that is, if $I_{2}=0$, one obtains

$$
\begin{equation*}
Z_{11}=\left(\frac{V_{1}}{I_{1}}\right)_{I 2=0}, \quad Z_{21}=\left(\frac{V_{2}}{I_{1}}\right)_{I 2=0} . \tag{2}
\end{equation*}
$$

Similarly one obtains for $I_{1}=0$,

$$
\begin{equation*}
Z_{22}=\left(\frac{V_{2}}{I_{2}}\right)_{I_{1}=0}, \quad Z_{12}=\left(\frac{V_{1}}{I_{2}}\right)_{1_{1}=0} . \tag{3}
\end{equation*}
$$

According to the reciprocity theorem, which states that if, in any linear passive network, the positions of a voltage source $V$ and an ammeter measuring a current $I$ are interchanged, the ratio $V / I$ remains the same, the two open-circuit transfer impedances $Z_{12}$ and $Z_{21}$ defined above are always equal. Consequently, an arbitrary two-terminal-pair network is completely specified by only three open-circuit impedances.

The second pair of linear relations can be obtained by expressing the currents $I_{1}$ and $I_{2}$ as functions of the voltages $V_{1}$ and $V_{2}$ as follows:

$$
\left.\begin{array}{l}
I_{1}=Y_{11} V_{1}+Y_{12} V_{2},  \tag{4}\\
I_{2}=Y_{21} V_{1}+Y_{22} V_{2} .
\end{array}\right\}
$$

The coefficients $Y_{11}, Y_{12}, Y_{21}, Y_{22}$ are called the "short-circuit admittances" because they can be defined as follows:

$$
\begin{array}{ll}
Y_{11}=\left(\frac{I_{1}}{V_{1}}\right)_{V_{2}=0}, & Y_{21}=\left(\frac{I_{2}}{V_{1}}\right)_{V_{2=0}} . \\
Y_{12}=\left(\frac{I_{1}}{V_{2}}\right)_{V_{1}=0}, & Y_{22}=\left(\frac{I_{2}}{V_{2}}\right)_{V_{1}=0} . \tag{6}
\end{array}
$$

As in the previous case, the short-circuit transfer admittances $Y_{12}$ and $Y_{21}$ are always equal because of the reciprocity theorem. Therefore, as one would expect, three short-circuit admittances are sufficient to specify any arbitrary two-terminal-pair network.

By solving the pair of Eqs. (4) for $V_{1}$ and $V_{2}$ and comparing the results with the pair of Eqs. (1), the following identifications can be made:

$$
\left.\begin{array}{l}
Z_{11}=\frac{Y_{22}}{\operatorname{det} Y}, \quad Z_{22}=\frac{Y_{11}}{\operatorname{det} Y},  \tag{7}\\
Z_{12}=Z_{21}=-\frac{Y_{12}}{\operatorname{det} Y},
\end{array}\right\}
$$

where det $Y$ is the value of the determinant

$$
\operatorname{det} Y=\left|\begin{array}{ll}
Y_{11} & Y_{12}  \tag{8}\\
Y_{21} & Y_{22}
\end{array}\right|=Y_{11} Y_{22}-Y_{12}^{2}
$$

Following the opposite procedure, one obtains

$$
\left.\begin{array}{l}
Y_{11}=\frac{Z_{22}}{\operatorname{det} Z^{\prime}}, \quad Y_{22}=\frac{Z_{11}}{\operatorname{det} Z^{\prime}}  \tag{9}\\
Y_{12}=Y_{21}=-\frac{Z_{12}}{\operatorname{det} Z},
\end{array}\right\}
$$

where $\operatorname{det} Z$ is the value of the determinant

$$
\operatorname{det} Z=\left|\begin{array}{ll}
Z_{11} & Z_{12}  \tag{10}\\
Z_{21} & Z_{22}
\end{array}\right|=Z_{11} Z_{22}-Z_{12}^{2} .
$$

From these equations, one obtains

$$
\begin{equation*}
\operatorname{det} Z=1 / \operatorname{det} Y \tag{11}
\end{equation*}
$$

The third pair of linear relations expresses the variables at the input, terminals $V_{1}, I_{1}$, as functions of the variables at the output terminals $V_{2}, I_{2}$,

$$
\left.\begin{array}{r}
V_{1}=\mathfrak{a} V_{2}-\mathfrak{B} I_{2},  \tag{12}\\
I_{1}=\mathfrak{e} V_{2}-\mathfrak{D} I_{2} .
\end{array}\right\}
$$

The coefficients $\mathbb{Q}, \mathfrak{B}, \mathfrak{C}, \mathcal{D}$ are called the "general circuit parameters" and can be defined as follows:

$$
\begin{align*}
& \left.\mathfrak{Q}=\binom{V_{1}}{V_{2}}_{I_{2}=\cdots 10}, \quad \mathbb{R}=-\binom{V_{1}}{I_{2}}_{V_{2}-\ldots,},\right\}  \tag{13}\\
& \left.\mathrm{C}=\left(\frac{I_{1}}{\overline{V_{2}}}\right)_{I_{2}=0}, \quad \operatorname{D}=-\left(\frac{I_{1}}{I_{2}}\right)_{V_{z}=0} .\right\}
\end{align*}
$$

$Q$ and $\mathscr{D}$ are dimensionless transfer ratios, whereas $\mathbb{B}$ and $\mathcal{C}$ have, respectively, the dimensions of impedance and of admittance. These circuit parameters are related to the open-circuit impedances and to the shortcircuit admittances as follows:

$$
\begin{align*}
& Z_{11}=\frac{\mathrm{Q}}{\mathfrak{e}}, \quad Z_{12}=\frac{1}{\mathfrak{e}}, \quad Z_{22}=\frac{\mathcal{D}}{\mathrm{C}},  \tag{14}\\
& Y_{11}=\frac{D}{\mathbb{A}}, \quad Y_{12}=-\frac{1}{\mathbb{B}}, \quad Y_{22}=\frac{\mathfrak{a}}{\mathbb{A}},  \tag{15}\\
& \operatorname{det} Y=\frac{1}{\operatorname{det} Z}=\frac{\mathfrak{e}}{\mathbb{B}},  \tag{16}\\
& \left.a=-\frac{Y_{22}}{Y_{12}}=\frac{Z_{11}}{Z_{12}}, \quad ß=-\frac{1}{Y_{12}}=\frac{\operatorname{det} Z}{Z_{12}},\right\}  \tag{17}\\
& \left.\mathfrak{C}=-\frac{\operatorname{det} Y}{Y_{12}}=\frac{1}{Z_{12}}, \quad D=-\frac{Y_{11}}{Y_{12}}=\frac{Z_{22}}{Z_{12}}, \quad\right\}
\end{align*}
$$

where

$$
\left|\begin{array}{ll}
\mathfrak{Q} & \mathfrak{B}  \tag{18}\\
\mathbb{C} & \mathscr{D}
\end{array}\right|=\mathbb{Q D}-\mathbb{B C}=1 .
$$

The last relation states that only three of the four circuit parameters are independent, as one would expect as a result of the reciprocity theorem.

In the particular case of symmetrical networks, that is, of networks whose input and output terminals cannot be distinguished by means of external measurements, the parameters necessary to specify a two-terminal-pair network reduce to two. One has, in fact,

$$
\begin{equation*}
Y_{11}=Y_{22}, \quad Z_{11}=Z_{22}, \quad \mathbb{Q}=\mathbb{D} . \tag{19}
\end{equation*}
$$

Reciprocal impedance networks represent another special case in which the number of independent parameters is two. These networks are characterized by the property

$$
\begin{equation*}
\mathscr{B}=\mathfrak{e} \tag{20}
\end{equation*}
$$

from which one obtains, using Eqs. (16) and (17),

$$
\left.\begin{array}{c}
\operatorname{det} Y=\operatorname{det} Z=1, \quad Z_{12}=-Y_{12},  \tag{21}\\
Y_{11}=Z_{22}, \quad Z_{11}=Y_{22} .
\end{array}\right\}
$$

It will be seen later that most practical filters are either symmetrical networks, or reciprocal impedance networks.
9.2. The Use of Matrices in Circuit Analysis.-The linear relations between the current and voltage variables of a two-terminal-pair network can be written in matrix form as follows:

$$
\begin{align*}
\binom{V_{1}}{V_{2}} & =\left(\begin{array}{ll}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{array}\right) \times\binom{ I_{1}}{I_{2}},  \tag{22}\\
\binom{I_{1}}{I_{2}} & =\left(\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right) \times\binom{ V_{1}}{V_{2}},  \tag{23}\\
\binom{V_{1}}{I_{1}} & =\left(\begin{array}{ll}
Q & \mathbb{B} \\
\mathrm{C} & D
\end{array}\right) \times\binom{ V_{2}}{-I_{2}} . \tag{24}
\end{align*}
$$

These three matrix equations may be considered as shorthand representations of the three pairs of relations, Eqs. (1), (4), and (12). Such representations are very convenient when a number of two-terminal-pair networks are to be connected in series, parallel, or cascade.

For the convenience of the reader not familiar with matrix algebra, four fundamental operations on four-element matrices are defined below

$$
\begin{align*}
& \mathrm{A}+\mathrm{B}=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)+\left(\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right)=\left(\begin{array}{ll}
A_{11}+B_{11} & A_{12}+B_{12} \\
A_{21}+B_{21} & A_{22}+B_{22}
\end{array}\right),  \tag{25}\\
& \mathrm{A} \times \mathrm{B}=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right) \times\left(\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right) \\
&=\left(\begin{array}{ll}
A_{11} B_{11}+A_{12} B_{21} & A_{11} B_{12}+A_{12} B_{22} \\
A_{21} B_{11}+A_{22} B_{21} & A_{21} B_{12}+A_{22} B_{22}
\end{array}\right),  \tag{26}\\
& k \mathrm{~A}=k\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)=\left(\begin{array}{cc}
k A_{11} & k A_{12} \\
k A_{21} & k A_{22}
\end{array}\right),  \tag{27}\\
& \mathrm{A}^{-1}=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)=\left(\begin{array}{cc}
A_{22} & -A_{21} \\
\operatorname{det} A & \overline{\operatorname{det} A} \\
-\frac{A_{12}}{} & A_{11} \\
\overline{\operatorname{det}} A & \operatorname{det} A
\end{array}\right),  \tag{28}\\
& \operatorname{det} A=\left|\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right|=A_{11} A_{22}-A_{12} A_{21} . \tag{29}
\end{align*}
$$

The reader will notice that

$$
\begin{equation*}
A \times B \neq B \times A . \tag{30}
\end{equation*}
$$

A matrix consisting of a single column may be considered ass a square matrix in which the elements of the second column are equal to zero. The reader can convince himself that, on the basis of the above definitions, Eqs. (22), (23), and (24) are identical to the pairs of linear relations Eqs. (1), (4), and (12).

Suppose now one wishes to study the behavior of two networks connected in parallel as


Fig. 9.2.-A parallel combination of two-terminal-pair networks. shown in Fig. 9•2. One obtains for the currents $I_{1}$ and $I_{2}$

$$
\left.\begin{array}{rl}
I_{1}=I_{1}^{\prime}+I_{1}^{\prime \prime} & =\left(Y_{11}^{\prime} V_{1}^{\prime}+Y_{12}^{\prime} V_{2}^{\prime}\right)+\left(Y_{11}^{\prime \prime} V_{1}^{\prime \prime}+Y_{12}^{\prime \prime} V_{2}^{\prime \prime}\right)  \tag{31}\\
& =\left(Y_{11}^{\prime}+Y_{11}^{\prime \prime} V_{1}+\left(Y_{12}^{\prime}+Y_{12}^{\prime \prime}\right) V_{2},\right. \\
I_{2}=I_{2}^{\prime}+I_{2}^{\prime \prime} & =\left(Y_{21}^{\prime} V_{1}^{\prime}+Y_{22}^{\prime} V_{2}^{\prime}\right)+\left(Y_{21}^{\prime \prime} V_{1}^{\prime \prime}+Y_{22}^{\prime \prime} V_{22}^{\prime \prime}\right) \\
& =\left(Y_{21}^{\prime}+Y_{21}^{\prime \prime}\right) V_{1}+\left(Y_{22}^{\prime}+Y_{22}^{\prime \prime}\right) V_{2} .
\end{array}\right\}
$$

This pair of equations can be written in matrix torm as follows:

$$
\begin{align*}
\binom{I_{1}}{I_{2}}=\binom{I_{1}^{\prime}}{I_{2}^{\prime}}+\binom{I_{1}^{\prime \prime}}{I_{2}^{\prime \prime}} & =\left(\begin{array}{ll}
Y_{11}^{\prime} & Y_{12}^{\prime} \\
Y_{21}^{\prime} & Y_{22}^{\prime}
\end{array}\right) \times\binom{ V_{1}^{\prime}}{V_{2}^{\prime}}+\left(\begin{array}{ll}
Y_{11}^{\prime \prime} & Y_{12}^{\prime \prime} \\
Y_{21}^{\prime \prime} & Y_{22}^{\prime \prime}
\end{array}\right) \times\binom{ V_{1}^{\prime \prime}}{V_{2}^{\prime \prime}} \\
& =\left\{\left(\begin{array}{ll}
Y_{11}^{\prime} & Y_{12}^{\prime} \\
Y_{21}^{\prime} & Y_{22}^{\prime}
\end{array}\right)+\left(\begin{array}{ll}
Y_{11}^{\prime \prime} & Y_{12}^{\prime \prime} \\
Y_{21}^{\prime \prime} & Y_{22}^{\prime \prime}
\end{array}\right)\right\} \times\binom{ V_{1}}{V_{2}} . \tag{32}
\end{align*}
$$

It follows that the matrix of the parallel combination of the two net-


Fig. 9.3.-A series combination of two-terminal-pair networks. works is simply

$$
\begin{equation*}
Y=Y^{\prime}+Y^{\prime \prime} \tag{33}
\end{equation*}
$$

The simplicity of this last equation places in evidence the advantages of matrix algebra. The ideal transformers of Fig. 9•2 can be eliminated if the points $A^{\prime}$ and $A^{\prime \prime}$ are at the same potential and can, therefore, be tied together without changing the behavior of the system. This is the case in most practical networks because the input and output terminals are usually connected by a ground wire.

Figure 9.3 illustrates two networks connected in series. In this case one finds that the Z-matrix of the whole network is the sum of the corresponding matrices of the two component networks.

$$
\begin{equation*}
Z=Z^{\prime}+Z^{\prime \prime} \tag{34}
\end{equation*}
$$

In this case also, the ideal transformers can be eliminated if the points $A^{\prime}$ and $A^{\prime \prime}$ are at the same potential and can, therefore, be tied together without modifying the behavior of the system. As pointed out before, this elimination is possible in most practical cases.

The third and most important
 type of network combination is the cascade connection illustrated in Fig. $9 \cdot 4$. The pair of relations between the input and output variables can be written in matrix form as follows:
$\binom{V_{1}}{I_{1}}=\left(\begin{array}{cc}\mathbb{Q}^{\prime} & \mathbb{B}^{\prime} \\ \mathfrak{C}^{\prime} & \mathscr{D}^{\prime}\end{array}\right) \times\binom{ V_{2}{ }^{\prime}}{-I_{2}^{\prime}}=\left(\begin{array}{ll}\mathbb{Q}^{\prime} & \mathbb{Q}^{\prime} \\ \mathfrak{C}^{\prime} & \mathscr{D}^{\prime}\end{array}\right) \times\left(\begin{array}{cc}\mathfrak{Q}^{\prime \prime} & \mathscr{B}^{\prime \prime} \\ \mathfrak{C}^{\prime \prime} & \mathscr{D}^{\prime \prime}\end{array}\right) \times\binom{ V_{2}}{--I_{2}}$.
The matrix of the whole network is, therefore, equal to the product of the matrices of the two component networks, namely,

$$
\left(\begin{array}{ll}
\mathbb{Q} & \mathfrak{B}  \tag{36}\\
\mathfrak{C} & \mathfrak{D}
\end{array}\right)=\left(\begin{array}{ll}
\mathbb{Q}^{\prime} & \mathfrak{Q}^{\prime} \\
\mathfrak{C}^{\prime} & \mathfrak{D}^{\prime}
\end{array}\right) \times\left(\begin{array}{cc}
\mathfrak{Q}^{\prime \prime} & \left(\mathfrak{B}^{\prime \prime}\right. \\
\mathfrak{C}^{\prime \prime} & \mathfrak{D}^{\prime \prime}
\end{array}\right) .
$$

The above results can be generalized to any desired number of networks. In the particular case of a cascade connection, the ( $\alpha B C D$ ) matrix of the whole network is simply the product of the corresponding matrices of the component networks. It is noteworthy that the multiplications must be performed in the proper order because the commutative law does not apply to products of matrices, as was pointed out in Eq. (30).

For the convenience of the reader, a number of basic networks are shown in Tables $9 \cdot 1$ and $9 \cdot 2$, together with the matrices by which they are most simply represented.

9.3. Determination of Input Impedance and Insertion Loss.-The matrices discussed above specify the behavior of a two-terminal-pair network independently of the characteristics of the generator and of the load that are connected to the input and output terminals. In many cases, on the other hand, one is interested specifically in the behavior

Table 9.2.-Simple Structures and Their Corresponding Matrices
Structure
of the network when it is inserted between a given generator and a given load. Two functions are particularly useful in this


Fig. 9.5.-Two-terminal-pair network terminated in a load $Z_{L}$. connection, namely, the input impedance $Z$ of the network when a load impedance $Z_{L}$ is connected to the output terminals, and the voltage insertion ratio, which will be defined later. To compute the input impedance let the network be specified by the parameters $\mathfrak{Q}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D}$, and let $\mathfrak{a}^{\prime}, \mathfrak{B}^{\prime}, \mathfrak{C}^{\prime}, \mathfrak{D}^{\prime}$ be the corresponding parameters of the cascade connection of the network and the load impedance $Z_{L}$ as shown in Fig. 9.5. One obtains then

$$
\left(\begin{array}{ll}
\alpha^{\prime} & \mathscr{B}^{\prime}  \tag{37}\\
\mathbb{C}^{\prime} & \mathscr{D}^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
\mathfrak{Q} & \mathbb{B} \\
\mathfrak{C} & \mathfrak{D}
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
\frac{1}{Z_{L}} & 1
\end{array}\right)=\left(\begin{array}{ll}
\mathbb{Q}+\frac{B}{Z_{L}} & \mathbb{B} \\
\mathfrak{C}+\frac{D}{Z_{L}} & \mathscr{D}
\end{array}\right) .
$$

At this point one observes that the driving-point impedance $Z$ is the same as the open-circuit impedance of the cascade connection to which

Eq. (37) applies. Therefore, $Z$ can be expressed in terms of $\alpha^{\prime}$ and $\mathbb{B}^{\prime}$ by means of Eq. (14). One has then

$$
\begin{equation*}
Z=\frac{\mathbb{Q} Z_{L}+\mathbb{B}}{\mathfrak{C} Z_{L}+\mathscr{D}}=\frac{\mathfrak{Q}}{\mathfrak{C}} \frac{Z_{L}+\frac{\mathbb{B}}{\mathbb{Q}}}{Z_{L}+\frac{\mathfrak{D}}{\mathfrak{C}}} \tag{38}
\end{equation*}
$$

Another convenient expression for $Z$ can be obtained by substituting for the ratios $\mathbb{Q} / \mathbb{C}, \mathbb{B} / a$, and $\mathfrak{D} / \mathcal{C}$ by means of Eqs. (14) and (15)

$$
\begin{equation*}
Z=Z_{11} \frac{Z_{L}+\frac{1}{\bar{Y}_{22}}}{Z_{L}+Z_{22}} . \tag{39}
\end{equation*}
$$

It is interesting to note that this equation contains only driving-point impedances and admittances and, moreover, that one could multiply all the impedances measured at the output terminals by a constant $k$ without changing the ratio $Z / Z_{11}$. In other words, the ratio $Z / Z_{11}$ depends only on the relative values of the impedances measured at the


Fig. 9.6.-Two-terminal-pair network inserted between a generator and a load. output terminals. This fact is of primary importance in connection with waveguide networks, as is shown in Sec. $10 \cdot 6$.

The voltage insertion ratio is the function most commonly used to describe the over-all behavior of a filter when it is inserted between a specified generator and a specified load. It will be defined below, in a manner somewhat unconventional, for the particular case of practical importance in which both the load impedance and the generator impedance are pure resistances. With reference to Fig. $9 \cdot 6$, let $V_{L}^{\prime}$ be the voltage across the load resistance $R_{L}$ when the filter is removed and the generator is matched to the load by means of an appropriate transformer in order to maximize the load power. The voltage insertion ratio is defined as the ratio of $V_{L}^{\prime}$ to the voltage $V_{L}$ measured across $R_{L}$ when the filter is inserted between the generator and the load. One obtains for the voltage $V_{L}^{\prime}$

$$
\begin{equation*}
V_{L}^{\prime}=\frac{1}{2} V_{s} \sqrt{\frac{R_{L}}{R_{s}}} \tag{40}
\end{equation*}
$$

The voltage $V_{L}$ can be determined in terms of the general network parameters in the following manner. Let $\mathbb{Q}^{\prime}, \mathbb{B}^{\prime}, \mathbb{C}^{\prime}, \mathbb{D}^{\prime}$ be the elements of the matrix representing the cascade connection of the generator
resistance, the filter, and the load as illustrated in Fig. 9•6. This matrix can be computed as follows:

$$
\begin{align*}
& \left(\begin{array}{ll}
\mathbb{Q}^{\prime} & \mathbb{Q}^{\prime} \\
\mathfrak{C}^{\prime} & \mathscr{D}^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
1 & R_{S} \\
0 & 1
\end{array}\right) \times\left(\begin{array}{ll}
\mathbb{Q} & \mathbb{Q} \\
\mathfrak{C} & \mathbb{D}
\end{array}\right) \times\left(\begin{array}{cc}
0 & 1 \\
\frac{1}{R_{L}} & 1
\end{array}\right) \\
& =\left(\begin{array}{lc}
\left(\lessdot+\frac{\mathbb{B}}{R_{L}}+R_{s} \mathrm{C}+R_{s} D\right) & \left(B+R_{s} \mathcal{D}\right) \\
\left(\mathrm{C}+\frac{\mathbb{D}}{R_{L}}\right) & \mathscr{Z}
\end{array}\right) . \tag{41}
\end{align*}
$$

One observes then that the ratio $V_{S} / V_{L}$ is, by definition, equal to ${ }^{\prime}$ '; that is,

$$
\begin{equation*}
\frac{V_{s}}{V_{L}}=\mathfrak{a}+\frac{(\beta}{R_{L}}+R_{s} \mathfrak{e}+\frac{R_{s}}{R_{L}} \mathfrak{j} . \tag{42}
\end{equation*}
$$

It follows that the insertion ratio is given by

$$
\begin{equation*}
\frac{V_{L}^{\prime}}{V_{L}}=\frac{1}{2}\left[\left(\sqrt{\frac{R_{L}}{R_{S}}} \mathbb{Q}+\sqrt{\frac{R_{S}}{R_{L}}} \mathfrak{D}\right)+\left(\frac{\mathbb{B}}{\sqrt{R_{S} R_{L}}}+\sqrt{\overline{R_{s} R_{L}} \mathrm{C}}\right)\right] . \tag{43}
\end{equation*}
$$

If the filter is nondissipative, that is, if it contains only reactive elements, $\mathcal{Q}$ and $\mathscr{D}$ are real quantities but $\mathbb{B}$ and $\mathbb{C}$ are imaginary. This property can be derived from Eqs. (17) by observing that the open-circuit impedances and the short-circuit admittances are imaginary in the case of reactive networks.

If one is concerned only with the frequency discrimination properties of a filter irrespective of its transient behavior, the phase of the ratio $V_{L}^{\prime} / V_{L}$ is immaterial. It is customary to refer to the square of the magnitude of the insertion ratio as the "power-loss ratio." In fact, if $P_{0}$ is the maximum power available from the generator and $P_{L}$ is the power delivered to $R_{L}$ when the filter is inserted between the generator and the load, one obtains

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=\left|\frac{V_{L}^{\prime}}{V_{L}}\right|^{2} . \tag{44}
\end{equation*}
$$

The reciprocal of this ratio, that is, $P_{L} / P_{0}$, is called the "power-transmission ratio." The insertion loss $L$, on the other hand, is the value in decibels of $P_{0} / P_{L}$, that is,

$$
\begin{equation*}
L=10 \log _{10} \frac{P_{0}}{P_{L}}=20 \log _{10}\left|\frac{V_{L}^{\prime}}{V_{L}}\right| \tag{45}
\end{equation*}
$$

This definition of the insertion loss differs from the one made in many textbooks in that the power delivered to the load is normalized
with respect to the power available from the generator rather than to the power that would be delivered to the load if the load were connected directly to the generator. Of course, the two definitions coincide if the load resistance is equal to the sourre resistance.

In the particular case of nondissipative networks, which is the most important case in practice, the expression for the power-loss ratio, given by Eqs. (43) and (44), can be transformed into a more convenient form in the following manner. Since the first term of Fq. (43) is real, whereas the second term is imaginary, using $\mathrm{E}(1$. (18) one obtains for the powerloss ratio

$$
\begin{align*}
\frac{P_{0}}{P_{L}} & =\frac{1}{4}\left[\left(\frac{R_{L}}{R_{S}} Q^{2}+\frac{R_{S}}{R_{L}} \mathbb{D}^{2}+2 Q \mathcal{O}\right)-\left(\frac{\mathbb{B}^{2}}{R_{s} R_{L}}+R_{S} R_{L} \mathrm{C}^{2}+2 \mathbb{B C}\right)\right] \\
& =1+\frac{1}{4}\left[\left(\sqrt{\frac{R_{L}}{R_{S}}} \mathbb{Q}-\sqrt{\frac{R_{S}}{R_{L}}} \mathfrak{D}\right)^{2}-\left(\frac{\mathrm{B}}{\sqrt{R_{S} R_{L}}}-\sqrt{R_{S} R_{L}} \mathrm{C}\right)^{2}\right] \tag{40}
\end{align*}
$$

The advantage of this last expression is that it simplifies readily in the case of a symmetrical network ( $R_{f}=R_{s}, Q=\mathscr{D}$ ) and in the case of a reciprocal impedance network ( $R_{L} R_{s}=1, \mathfrak{B}=\mathfrak{C}$ ).
9.4. Wave Matrices and Accumulative Mismatches.-Before leaving the subject of the mathematical representation of two-terminal-pair networks it is well to discuss, to some extent, two matrices which are particularly useful in connection with transmission-line systems. Figure 9.7 illustrates a network terminated in two arbitrary nondissipative transmission lines. Let $I_{1}$ be defined as the square root of the product of the voltage and the current of an incident wave at the input terminals of the network. In other words, the magnitude of $I_{1}$ is equal to the square root of the power carried by the incident wave, and the phase of $I_{1}$ is equal to the phase of the voltage. Similarly, let $R_{1}$ be defined as the square root of the product of the voltage and the current of the reflected wave at the input terminals. $I_{2}$


Fig. 9.7.-Network terminated in lossless lines. and $R_{2}$ represent the incident and reflected waves at the output terminal as indicated in Fig. 9.7. The variables $I_{1}, R_{1}, I_{2}, R_{2}$ may be considered as normalized voltages.

Matrices that relate these four variables may be defined as in the case of terminal voltages and currents. For instance, one may write the following matrix equations,

$$
\begin{align*}
& \binom{R_{1}}{I_{2}}=\left(\begin{array}{ll}
\Gamma_{1} & T_{2} \\
T_{1} & \Gamma_{2}
\end{array}\right) \times\binom{ I_{1}}{R_{2}},  \tag{47}\\
& \binom{I_{1}}{R_{1}}=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right) \times\binom{ I_{2}}{R_{2}} . \tag{48}
\end{align*}
$$

The elements of the two matrices thus defined can be determined as follows:

$$
\left.\begin{array}{rl}
\Gamma_{1}=\left(\frac{R_{1}}{I_{1}}\right)_{R_{2}=0} & \Gamma_{2}=\left(\frac{I_{2}}{R_{2}}\right)_{I_{1}=0} \\
T_{1}=\left(\frac{I_{2}}{I_{1}}\right)_{R_{2}=0} & T_{2}=\left(\frac{R_{1}}{R_{2}}\right)_{I_{1}=0} \tag{50}
\end{array}\right\},
$$

where $\Gamma_{1}$ and $\Gamma_{2}$ are the reflection coefficients at the input and output terminals, respectively, when the line on the other side of the network is properly terminated, and $\Gamma_{1}$ and $T_{2}$ are the transmission coefficients measured under the same conditions. Because of the reciprocity theorem one has

$$
\begin{equation*}
T_{1}=T_{2}=T \tag{51}
\end{equation*}
$$

The parameters defined by Eq. (50) are related to $\Gamma_{1}, \Gamma_{2}$, and $\eta$ as follows:

$$
\left.\begin{array}{ll}
A_{11}=\frac{1}{T}, & A_{12}=-\frac{\Gamma_{2}}{T},  \tag{52}\\
A_{21}=\frac{\Gamma_{1}}{T}, & A_{22}=T-\frac{\Gamma_{1} \Gamma_{2}}{T}
\end{array}\right\}
$$

It follows that

$$
\begin{equation*}
A_{11} A_{22}-A_{12} A_{21}=1 \tag{53}
\end{equation*}
$$

The reader will observe that the parameter $A_{11}=1 / T$ is the voltage insertion ratio defined above and, therefore, $\left|A_{11}\right|^{2}$ is the power-loss ratio. If the network is nondissipative, the power transmitted through the network must equal the incident power minus the reflected power. It follows that, if the output line is properly terminated, one has

$$
\begin{equation*}
|T|^{2}=1-\left|\Gamma_{1}\right|^{2} . \tag{54}
\end{equation*}
$$

Similarly, if the direction of power flow is reversed and the input line is properly terminated, one has

$$
\begin{equation*}
|T|^{2}=1-\left|\Gamma_{2}\right|^{2} \tag{55}
\end{equation*}
$$

It follows that the magnitudes of the reflection coefficients for the input and the output terminals are equal; that is,

$$
\begin{equation*}
\left|\Gamma_{1}\right|=\left|\Gamma_{2}\right|=|\Gamma| . \tag{56}
\end{equation*}
$$

The VSWR measured in either line when the opposite line is properly
terminated is then given by

$$
\begin{equation*}
r=\frac{1+|\Gamma|}{1-|\Gamma|} \tag{57}
\end{equation*}
$$

The A-matrix has properties similar to the ( $Q, \mathcal{B}, \mathcal{C}, \mathfrak{D})$-matrix, that is, the A-matrix of a cascade connection of a number of networks is equal to the product of the A-matrices of the component networks. One must observe, however, that this method of analysis can be used only if the transmission lines that are joined in the process of cascading the networks have the same characteristic impedance. If this is not the case, the junctions of transmission lines of different characteristic impedances must be considered as separate networks.

An illustration of the use of A-matrices is the following problem. Let $\mathrm{A}^{\prime}$ and $\mathrm{A}^{\prime \prime}$ be the matrices of two nondissipative networks, and $r^{\prime}$ and $r^{\prime \prime}$ be the magnitude of the VSWR in the input lines of the two networks when their output lines are properly terminated. If the two networks are connected in cascade as shown in Fig. 9•8, the magnitude $r$ of the VSWR in the input line will depend on the angular length $\theta$ of the line

lis. g.8.--Two networks commerted in cascade by a transmission line. joining the two networks. It is desired to determine the maximum and minimum values of $r$ that can be obtained by varying $\theta$. The $A_{\theta}$-matrix of the section of line of length $\theta$ is found to be

$$
\mathrm{A}_{\theta}=\left(\begin{array}{rr}
e^{j \theta} & 0  \tag{58}\\
0 & e^{-j \theta}
\end{array}\right) .
$$

Therefore, the matrix of the whole system is

$$
\begin{align*}
A & =\left(\begin{array}{ll}
A_{11}^{\prime} & A_{12}^{\prime} \\
A_{21}^{\prime} & A_{22}^{\prime}
\end{array}\right) \times\left(\begin{array}{cc}
e^{i \theta} & 0 \\
0 & e^{-i \theta}
\end{array}\right) \times\left(\begin{array}{ll}
A_{11}^{\prime \prime} & A_{12}^{\prime \prime} \\
A_{21}^{\prime \prime} & A_{22}^{\prime \prime}
\end{array}\right) \\
& =\left(\begin{array}{ll}
A_{11}^{\prime} & A_{12}^{\prime} \\
A_{21}^{\prime} & A_{22}^{\prime}
\end{array}\right) \times\left(\begin{array}{ll}
A_{11}^{\prime \prime} e^{i \theta} & A_{12}^{\prime \prime} \\
A_{21}^{\prime \prime} e^{-i \theta} & A_{22}^{\prime \prime} c^{-i \theta}
\end{array}\right) . \tag{59}
\end{align*}
$$

At this point one observes that the maximum and minimum values of $r$ must correspond, respectively, to the minimum and maximum values of the magnitude of the transmission coefficient $T$ of the whole network since no power is lost in the network. The value of $A_{11}$, that is, of $1 / T$, is easily obtained from Eq. (59) as follows:

$$
\begin{align*}
A_{11} & =1 / T=A_{11}^{\prime} A_{11}^{\prime \prime} e^{j \theta}+A_{12}^{\prime} A_{21}^{\prime \prime} e^{-j \theta} \\
& =\frac{e^{j \theta}}{T^{\prime \prime} T^{\prime \prime}}\left(1-\Gamma_{1}^{\prime \prime} \Gamma_{2}^{\prime} e^{-j \theta}\right) . \tag{60}
\end{align*}
$$

The maximum and minimum values of the magnitude of $T$ are evidently given by

$$
\begin{align*}
& \frac{1}{|T|_{\min }}=\frac{1+\left|\Gamma_{2}^{\prime}\right|\left|\Gamma_{1}^{\prime \prime}\right|}{\left|T^{\prime}\right|\left|T^{\prime \prime}\right|}=\frac{1+\left|\Gamma_{2}^{\prime}\right|\left|\Gamma_{1}^{\prime \prime}\right|}{\sqrt{\left(1-\left|\Gamma_{2}^{\prime}\right|^{2}\right)\left(1-\left|\Gamma_{1}^{\prime \prime}\right|^{2}\right)}}  \tag{61}\\
& \frac{1}{|T|_{\max }}=\frac{1-\left|\Gamma_{2}^{\prime}\right|\left|\Gamma_{1}^{\prime \prime}\right|}{\left|T^{\prime}\right|\left|T^{\prime \prime}\right|}=\frac{1-\left|\Gamma_{2}^{\prime}\right| \Gamma_{1}^{\prime \prime} \mid}{\sqrt{\left(1-\left|\Gamma_{2}^{\prime}\right|^{2}\right)\left(1-\left|\Gamma_{1}^{\prime \prime}\right|^{2}\right)}} \tag{62}
\end{align*}
$$

One has, then, for the minimum and maximum values of the magnitude of the reflection coefficient,

$$
\begin{align*}
& |\Gamma|_{\operatorname{mia}}=\sqrt{1-|T|_{\max }^{2}}=\left|\frac{\left|\Gamma_{1}^{\prime \prime}\right|-\left|\Gamma_{2}^{\prime}\right|}{1-\left|\Gamma_{1}^{\prime \prime}\right|\left|\Gamma_{2}^{\prime}\right|}\right|  \tag{63}\\
& |\Gamma|_{\max }=\sqrt{1-|T|_{\min }^{2}}=\frac{\left|\Gamma_{1}^{r_{1}^{\prime \prime}}\right|+\left|\Gamma_{2}^{\prime}\right|}{1+\left|\Gamma_{1}^{\prime \prime}\right|\left|\Gamma_{2}^{\prime}\right|} \tag{64}
\end{align*}
$$

Finally, by means of Eq. (57), one obtains for the maximum and minimum values of the VSWR in the input line

$$
\begin{equation*}
r_{\max }=r^{\prime} r^{\prime \prime} \tag{65}
\end{equation*}
$$

and

$$
r_{\min }=\left\{\begin{array}{ll}
\frac{r^{\prime}}{r^{\prime \prime}} & \text { for } r^{\prime}>r^{\prime \prime}  \tag{66}\\
r^{\prime \prime} & \text { for } r^{\prime \prime}>r^{\prime}
\end{array}\right\}
$$

## IMAGE PARAMETERS

9.5. Image Impedance and Propagation Functions.-The so-called "image" parameters of a network play a very important part in the conventional design of filters. It is desirable, therefore, to review briefly their definitions and to discuss some of their properties.

The image parameters of a two-terminal-pair network are the image


FIg. 9.9.-Two-terminal-pair network terminated in its image impedance. impedances of the two pairs of terminals and the propagation function. The two image impedances $Z_{11}$ and $Z_{I 2}$ may be defined as follows: with reference to Fig. 9.9, $Z_{11}$ is the inpedance which would be measured between terminals 1 and $1^{\prime}$, if an impedance equal to $Z_{I 2}$ were connected to terminals 2 and $2^{\prime}$; conversely, $Z_{l 2}$ is the impedance which would be measured between terminal 2 and $2^{\prime}$ if an impedance equal to $Z_{1_{1}}$ were connected to terminals 1 and $1^{\prime}$.

The propagation function specifies the transmission properties of the network when the source and load impedances are equal to the image impedances. With reference to Fig. 9•9, suppose a voltage source is
placed in series with $Z_{11}$. The ratio $V_{1 /} / V_{2}$ may be expressed in terms of the propagation function $\gamma$ as follows:

$$
\begin{equation*}
\frac{V_{1}}{V_{2}}=\sqrt{\frac{Z_{11}}{Z_{I 2}}} e^{r} . \tag{67}
\end{equation*}
$$

The factor $\sqrt{\overline{Z_{11} / Z_{12}}}$ represents the transformer action of the network and becomes unity in the case of a symmetrical network. If the voltage source is placed in series with $Z_{12}$, the voltage ratio becomes

$$
\begin{equation*}
\frac{V_{2}}{V_{1}}=\sqrt{\frac{\bar{Z}_{12}}{\bar{Z}_{11}}} e^{\gamma} . \tag{68}
\end{equation*}
$$

The consistency of Eqs. (67) and (68) follows from the reciprocity theorem. The propagation function is, in general, a complex quantity

$$
\gamma=\alpha+j \beta .
$$

The real part $\alpha$ is called the "attenuation function," and the imaginary part $\beta$ is called the "phase function."

The image parameters are related to the circuit constants $\mathbb{Q}, \mathcal{B}, \mathcal{C}, \mathscr{D}$, defined in Sec. $9 \cdot 1$, as follows:

$$
\begin{array}{rll}
Z_{11}=\sqrt{Q B / C D}, & & Z_{12}=\sqrt{D B / C Q} \\
\cosh ^{2} \gamma=Q D, & & \sinh ^{2} \gamma=\mathbb{C} \tag{70}
\end{array}
$$

Two other quantities, namely, the open-circuit and short-circuit impedances of a network, are often useful in the computation of the image parameters. These are defined in the following manner. Let $Z_{o c 1}$ and $Z_{\mathrm{sr} 1}$ be, respectively, the impedances measured between terminals 1 and $1^{\prime}$ when terminals 2 and $2^{\prime}$ are open-circuited and short-circuited. Let $Z_{\Delta c 2}$ and $Z_{s c 2}$ be the corresponding impedances measured between terminals 2 and $2^{\prime}$. It can be shown that the image parameters are given by the following equations:

$$
\begin{align*}
Z_{11} & =\sqrt{Z_{o c 1} Z_{s c 1}},  \tag{71}\\
Z_{I 2} & =\sqrt{Z_{o c 2} Z_{s c 2}},  \tag{72}\\
\gamma & =\tanh ^{-1} \sqrt{\frac{Z_{s c 1}}{Z_{o c 1}}}=\tanh ^{-1} \sqrt{\frac{Z_{s c 2}}{Z_{o c 2}}}, \tag{73}
\end{align*}
$$

which may be written alternatively as

$$
\begin{equation*}
\gamma=\frac{1}{2} \ln \frac{1+\sqrt{Z_{s c 1} / Z_{o c 1}}}{1-\sqrt{Z_{a c 1} / Z_{o c 1}}}=\frac{1}{2} \ln \frac{1+\sqrt{Z_{s c 2} / Z_{o c 2}}}{1-\sqrt{Z_{s c 2} / Z_{o c 2}}} \tag{74}
\end{equation*}
$$

In the case of geometrically symmetrical networks, the image parameters can be expressed in terms of the open-circuit and short-circuit,
impedances of half the network. Special consideration must be given here to the meaning of open circuit and short circuit since the terminals involved may be more than two. With reference to Fig. 9•10, $Z_{\text {och }}$ is determined by separating the two halves of the network at the geometric plane of symmetry and then short-circuiting the terminals resulting from any pair of wires which cross each other on that plane, leaving all

]ri. 9.10.- Bisection of a symmetrical network. the other terminals disconnected. Conversely, $Z_{\text {sch }}$ is determined by tying together all the terminals at the geometric plane of symmetry except the ones that were shortcircuited befcre. In terms of these impedances, Bartlett's bisection theorem, as extended by Brune, ${ }^{3}$ states that the image impedance (obviously $Z_{11}=Z_{12}=Z_{I}$ ) and the propagation function are given by

$$
\begin{gather*}
Z_{I}=\sqrt{Z_{o c h} Z_{s c h}}  \tag{75}\\
\gamma=2 \tanh ^{-1} \sqrt{\frac{Z_{s c h}}{Z_{o c h}} \pm j \pi=\ln 1+\frac{\sqrt{Z_{s c h} / Z_{o c h}}}{1-\sqrt{Z_{\mathrm{sch}} / Z_{o c h}}} \pm j \pi} . \tag{76}
\end{gather*}
$$

Equations (75) and (76) are extremely useful in connection with symmetrical networks because they save a considerable amount of labor in the computation of the image parameters. Moreover, as will be shown later, they form the basis of a classical method of filter design.

Two networks connected in cascade as shown in Fig. $9 \cdot 11$ will now be considered. It is assumed that $Z_{12}=Z_{13}$. The image impedances for terminals 1 and 4 of the cascade connection are, respectively, $Z_{I_{1}}$ and $Z_{I 4}$, that is, the image impedances for the same terminals of the two networks, considered separately. In fact, if an impedance equal to $Z_{14}$ is connected to terminals 4 , the network $3-4$ will load the network $1-2$ with an impedance equal to $Z_{13}$, which by assumption is equal to $Z_{12}$. Consequently, the input impedance measured at terminals 1 will be equal to $Z_{I 1}$ as required by the definition of image impedance. Similarly, if an impedance equal to


Fig. 9•11.-Two-terminal-pair networks connected in cascade and terminated in image impedances.
$Z_{I 1}$ is connected to terminals 1 , the impedance measured at terminads 4 will be equal to $Z_{I 4}$. The propagation function of the cascade combination is then by definition

$$
\begin{equation*}
\gamma=\ln \left[\frac{V_{1}}{V_{4}} \sqrt{\frac{Z_{14}}{Z_{I 1}}}\right]=\ln \left[\frac{V_{1}}{\overline{V_{23}}} \sqrt{\frac{Z_{12}}{Z_{I 1}}}\right]+\ln \left[\frac{V_{23}}{V_{4}} \sqrt{\frac{Z_{I 4}}{Z_{13}}}\right] . \tag{77}
\end{equation*}
$$

Both networks are separately terminated in the proper image impedances
when $Z_{14}$ is connected to terminals 4 . It follows that

$$
\begin{equation*}
\gamma_{12}=\ln \left[\frac{V_{1}}{V_{23}} \sqrt{\frac{Z_{12}}{Z_{I 1}}}\right] ; \quad \gamma_{34}=\ln \left[\frac{V_{23}}{V_{4}} \sqrt{\frac{Z_{14}}{Z_{13}}}\right] \tag{78}
\end{equation*}
$$

and consequently,

$$
\begin{equation*}
\gamma=\gamma_{12}+\gamma_{34} . \tag{79}
\end{equation*}
$$

In other words, the propagation function of the two networks in cascade is equal to the sum of the propagation functions of the two networks. These results can be generalized for a cascade connection of any number $n$ of networks in which the image impedances are matched at every junction. The propagation function of the cascade connection will be equal to the sum of the propagation functions of the individual networks, and the two image impedances will be equal to $Z_{I 1}$ and $Z_{I 2 n}$.
9.6. Behavior of Image Parameters of Reactive Networks.-The properties of the image parameters of nondissipative networks will now be considered in more detail. In such networks the impedances $Z_{o c 1}$, $Z_{o c 2}, Z_{s c 1}, Z_{s c 2}$ become purely imaginary, and if $X_{o c 1}, X_{o c 2}, X_{s c 1}, X_{s c 2}$ are the corresponding reactances, the expressions for the image parameters become

$$
\begin{gather*}
Z_{I 1}=\sqrt{-X_{o c 1} X_{s c 1}}, \quad Z_{I 2}=\sqrt{-X_{o c 2} X_{s c 2}}, \\
\gamma=\frac{1}{2} \ln \frac{1+\sqrt{X_{s c} / X_{o c}}}{1-\sqrt{X_{s c} / X_{o c}}} . \tag{80}
\end{gather*}
$$

It follows that both image impedances are real and $\gamma$ is purely imaginary when $\left(X_{s c 2} / X_{o c 2}\right)=\left(X_{s c 1} / X_{o c 1}\right)<0$. The band of frequencies in which this condition is satisfied is called the "pass band," since the attenuation $\alpha$ is identically zero. Conversely, when $\left(X_{s c 1} / X_{o c 1}\right)=\left(X_{s c 2} / X_{o c 2}\right)>0$, both image impedances become purely imaginary and $\gamma$ becomes

$$
\begin{equation*}
\gamma=\alpha+j k \frac{\pi}{2} \tag{81}
\end{equation*}
$$

where $k$ is an integer. The band of frequencies in which $\alpha \neq 0$ is called the "attenuation band." The sign of the ratio $X_{s c 1} / X_{o c 1}=X_{s c 2} / X_{o c 2}$ must change, by definition, at each end of a pass band. But, according to Foster's reactance theorem, the slope of any reactance function is always positive. It follows that one of the two reactances ( $X_{s c}$ or $X_{o c}$ ) must be either zero or infinite whenever the ratio $X_{s c 1} / X_{o c 1}=X_{s c 2} / X_{o c 2}$ changes sign. This must be true, of course, for both pairs of terminals. Conversely, a pole or a zero of either reactance marks the limit of a pass band unless both reactances are critical, that is, both change sign at the same frequency. It follows also that the image impedances become either zero or infinite at the ends of any pass band. The attenuation $\alpha$
becomes infinite when $X_{o c} / X_{o c}=1$. However, the image impedances are noncritical when $\alpha$ is infinite, unless both reactances are, independently, critical.

The propagation function has been shown to have very useful properties in connection with the design of filters. The actual transmission characteristics of a filter, however, are represented correctly by the propagation function only when the source and load impedances are equal to the image impedances. In practice, the source and load impedances are pure resistances and, consequently, do not properly terminate the filter at all frequencies. Let $R_{L}$ and $R_{S}$ be the source and load resistances, respectively. The power-loss ratio is given in terms of $a$, $B, \mathfrak{C}, \mathbb{D}$ by Eq. (46) which is rewritten below.


When the image parameters are introduced, by means of Eqs. (69) and (70), this equation becomes

$$
\begin{align*}
& \frac{P_{0}}{P_{L}}=1+\frac{1}{4}\left\{\left[\sqrt{\frac{Z_{11}}{R_{s}} \frac{R_{L}}{Z_{I 2}}}-\sqrt{\frac{Z_{I 2}}{R_{L}} \frac{R_{s}}{Z_{11}}}\right]^{2} \cosh ^{2} \gamma-\left[\sqrt{\frac{Z_{11}}{R_{S}} \frac{Z_{12}}{R_{L}}}\right.\right. \\
&\left.\left.-\sqrt{\frac{R_{s}}{Z_{11}} \frac{R_{L}}{Z_{12}}}\right]^{2} \sinh ^{2} \gamma\right\} . \tag{83}
\end{align*}
$$

It will be noticed that the image impedances and the terminating resistances appear in this equation only as $Z_{I 1} / R_{s}$ and $Z_{I 12} / R_{L}$. Therefore, it is possible in all cases to normalize the image impedances with respect to the corresponding terminating resistances. This is equivalent to saying that both terminations can be made equal to unity without loss of generality. Physically speaking, this is done by changing the impedance level of the whole network and by using, if necessary, an ideal transformer. It will be sufficient, therefore, from now on to consider only networks terminated in 1 -ohm resistances.

Two groups of networks are particularly important; symmetrical networks for which, according to Eqs. (19) and (69), $Z_{11}=Z_{12}$, and networks with reciprocal image impedances for which, according to Eqs. (20) and (69), $Z_{11}=1 / Z_{I 2}$. In the case of symmetrical networks with 1 -ohm terminations, Eq. (83) reduces to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1-\frac{1}{4}\left[Z_{1}-\frac{1}{Z_{1}}\right]^{2} \sinh ^{2} \gamma . \tag{84}
\end{equation*}
$$

In the pass band, $\gamma$ is a pure imaginary $j \beta$, and $Z_{I}$ is real. Therefore, Eq. (84) becomes

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}(\beta)=1+\frac{1}{4}\left[Z_{I}-\frac{1}{Z_{I}}\right]^{2} \sin ^{2} \beta . \tag{85}
\end{equation*}
$$

$Z_{I}$ is finite over the whole pass band but becomes either zero or infinite at the cutoff frequencies. The function $\beta$ must have a positive slope and must equal an integer times $\pi$ at the cutoff frequencies. In fact it can be shown that, in the case of a symmetrical network, $Z_{s c}$ cannot vanish while $Z_{o c}$ is finite, and $Z_{o c}$ cannot become infinite while $Z_{s c}$ is finite. It follows that the power ratio oscillates between unity and the value $1+\frac{1}{4}\left[Z_{I}-\frac{1}{Z_{I}}\right]^{2}$. The maxima occur approximately when $\sin ^{2} \beta=1$, that is, when $\beta$ is equal to an odd integer times $\pi / 2$. At the cutoff points, $\left(Z_{t}-\frac{1}{Z_{I}}\right)^{2}$ becomes infinite and $\sin \beta$ vanishes. The limit of the product can be found by substituting in Eq. (85) the values of $Z_{I}$ and $\sin \beta$ expressed as functions of $Z_{o c}$ and $Z_{s c}$. This limit is always finite.

In the attenuation band, $Z_{I}$ is imaginary and $\beta$ is equal to an integer times $\pi$. Therefore, Eq. (84) reduces to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}(\alpha)=1+\frac{1}{4}\left[\left|Z_{l}\right|+\frac{1}{\left|Z_{t}\right|}\right]^{2} \sinh ^{2} \alpha \tag{86}
\end{equation*}
$$

The limit of this expression at the cutoff, that is, when $\alpha$ approaches zero and $\left|Z_{I}\right|+\frac{1}{\left|Z_{I}\right|}$ approaches infinity, must be equal to the value obtained when approaching the cutoff from the pass band. The power ratio is never less than, and, for large values of $\alpha$, is approximately equal to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}(\alpha) \approx \frac{1}{16}\left[\left|Z_{I}\right|+\frac{1}{\left|Z_{T}\right|}\right]^{2} e^{3 \alpha} . \tag{87}
\end{equation*}
$$

The minimum value of $\left[\left|Z_{I}\right|+\frac{1}{\left|\overline{Z_{i}}\right|}\right]^{2}$ is 4 . Therefore, the power ratio is never smaller than

$$
\begin{equation*}
\left.\frac{P_{0}}{P_{L}}(\alpha)\right]_{\min }=\frac{e^{2 \alpha}}{4} \tag{88}
\end{equation*}
$$

The common statement of this fact is that the insertion loss is never more than 6 db below the attenuation function.

Networks of the second group have image impedances reciprocal to each other. Let $Z_{I}=Z_{I 1}=1 / Z_{I 2}$. Equation (83) is simplified to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{1}{4}\left[Z_{l}-\frac{1}{Z_{l}}\right]^{2} \cosh ^{2} \gamma . \tag{89}
\end{equation*}
$$

In the pass band, $\gamma$ is imaginary and $Z_{I}$ is real, as in the previous case. Therefore, this equation reduces to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}(\beta)=1+\frac{1}{4}\left[Z_{I}-\frac{1}{Z_{I}}\right]^{2} \cos ^{2} \beta . \tag{90}
\end{equation*}
$$

It can be shown that, when $Z_{i_{1}}=1 / Z_{i 2}, Z_{o c}$ cannot vanish while $Z_{s c}$ is finite and $Z_{s c}$ cannot become infinite while $Z_{o c}$ is finite. This situation is exactly opposite to that encountered in the case of symmetrical networks. It follows from Eq. (80) that, at the cutoff points, $\beta$ must be given by

$$
\begin{equation*}
\beta=\frac{\pi}{2}+n \pi \tag{91}
\end{equation*}
$$

that is, $\cos \beta$ vanishes at both ends of the pass band. At these points $\left[Z_{I}-1 / Z_{l}\right]$ becomes infinite but, as in the previous case, the limit of the product of the two factors is finite. Again the power ratio oscillates between unity and the value $1+\frac{1}{4}\left[Z_{l}-1 / Z_{I}\right]$, the maxima occurring approximately when $\cos ^{2} \beta=1$.

In the attenuation band, $\beta$ is a constant equal to the value at the cutoff given by Eq. (91), and $Z_{l}$ is imaginary. Therefore, Eq. (89) reduces to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}^{\prime}}(\alpha)=1+\frac{1}{\sharp}\left[\left|Z_{i}\right|+\frac{1}{\mid Z_{i}^{\prime}}\right]^{2} \sinh ^{2} \alpha . \tag{92}
\end{equation*}
$$

Since this equation is identical to Eq. (86), no further discussion is required.

## NORMALIZATION OF FILTER DESIGNS

The particular values of the components used in a final filter design depend on the electrical specifications which include, among other things, the desired values of the terminating impedances and the width of the pass band. To avoid unnecessary duplication in computation, it is desirable to "normalize" designs so that, by slight alterations, a single basic design may be made to satisfy a variety of given specifications.

First, a procedure will be developed by which a filter design appropriate for 1 -ohm terminations may be adapted for use with any pair of terminating impedances. In principle, such a procedure is always applicable but may in certain instances lead to practical problems requiring special handling. Fortunately, such cases are the exception rather than the rule. Second, certain frequency transformations that normalize the frequency dependence of most practical filters will be discussed. The first and simplest transformation reduces the design of all low-pass filters to the design of prototypes with cutoff frequencies of $1 \mathrm{radian} / \mathrm{sec}$. More complex transformations will then be introduced which permit
the design of a whole class of high-pass, bandpass, and band-elimination filters from these low-pass prototypes. The use of such transformations reduces considerably the amount of algebraic manipulation and numerical computation required to yield final data and eliminates the necessity for redundant expositions in the remainder of the chapter. It should be realized, however, that the filters generated from a basic low-pass filter by such transformations of variables do not always afford the most advantageous design for a given problem. Except for rather special applications, however, such filters are quite satisfactory and are widely used.
9.7. Impedance Normalization.-The normalization with respect to the terminating impedances does not present any difficulty when the terminating impedances are equal. It is evident that the insertion loss of a filter remains unchanged when all the impedances of the system, the


Fig. 9.12.- Impedance-level transformations in a low-pass filter.
source and load impedances included, are multiplied by the same constant. Therefore, a filter designed to operate between 1 -ohm terminations can be modified to operate between $R$-ohm terminations by simply multiplying all the inductances and the resistances by $R$ and dividing all the capacitances by $R$. In the case in which the terminating impedances are not equal, the basic design can still be used, but the impedance level of one side of the filter must be changed. In theory this can be done very easily by means of an ideal transformer, but in practice the behavior of an ideal transformer can be only approximated. In many practical cases, however, the ideal transformer can be lumped with other elements of the network. In other words, the network can be modified so that the proper change of impedance level is produced at the most convenient place between the input terminals and the output terminals.

A similar procedure must be followed when the basic design requires terminating impedances different from each other, whereas the specified impedances are equal. By way of illustration, consider Figs. 9•12a and $9 \cdot 13 a$, which show the simplest basic designs for a low-pass filter and a bandpass filter, respectively. In the case of the low-pass filter, the basic design can be modified to operate between equal terminations only by means of a transformer (Fig. 9•12b). Therefore, the original frequency response cannot be reproduced exactly since all practical transformers are frequency-sensitive. The bandpass filter, on the contrary, can be
transformed very easily as shown in Fig. $9 \cdot 13 b$ and $c$ without any change of frequency behavior. Even in this case, however, the transformation is possible only if the coupled coils are practically realizable, that is, if

$$
\begin{equation*}
\frac{L_{1} L_{2}}{R_{0}}>\frac{L_{2}^{2}}{R_{0}} L_{1}>L_{2} \tag{93}
\end{equation*}
$$

It turns out that this condition is satisfied whenever the band of the filter is greater than 1 radian $/ \mathrm{sec}$, that is, in all practical cases. For a further discussion of such changes of impedance level, the reader is referred to


Fig. 9.13.-Impedance-level transformations in a bandpass filter. standard texts on network theory. It must be pointed out, however, that there is no straightforward procedure which leads in all cases to the desired result, and that the success of a network manipulation of this type depends to a certain extent on the ingenuity of the designer.

### 9.8. Pass-band Normalization.

 Normalization with respect to the pass band and to the attenuation band reduces most practical filters to basic low-pass structures. From the mathematical point of view, such normalization consists simply of a change of variable. To study this question, consider first an arbitrary two-terminalpair network connected between a source and a load. The insertion loss, $L(\omega)$, of the network is proportional to the logarithm of the magnitude of a real function of the variable $j \omega$; thus$$
\begin{equation*}
L(\omega)=20 \log _{10}|f(j \omega)| . \tag{94}
\end{equation*}
$$

But $f(-j \omega)$ is the conjugate of $f(j \omega)$ since the function (not the value of the function) is real. It follows that

$$
\begin{equation*}
L(\omega)=20 \log _{10}|f(j \omega)|=20 \log _{10}|f(-j \omega)|=L(-\omega) . \tag{95}
\end{equation*}
$$

In words, the insertion loss is always an even function of the frequency.
Consider now the change of variable

$$
\begin{equation*}
\omega=k \omega^{\prime}, \tag{96}
\end{equation*}
$$

where $k$ is a positive constant. This substitution is obviously equivalent to a change of the frequency scale. The variable $l: w^{\prime}$ enters in the func-
tion $L\left(k \omega^{\prime}\right)$ always in the combinations $L k \omega^{\prime}, C k \omega^{\prime}$, and $M k \omega^{\prime}$, and in those combinations only. Therefore, if $\omega^{\prime}$ is considered as a real frequency, the function $L\left(k \omega^{\prime}\right)$ is the insertion loss of a network obtained from the original one by multiplying all self-inductances, mutual inductances, and capacitances by the constant $k$. In particular, given the design of a low-pass or high-pass filter whose cutoff frequency is 1 radian $/ \mathrm{sec}$, the cutoff frequency can be altered to an arbitrary value $\omega_{c}$ by merely dividing the values of all the reactive elements by $\omega_{c}$.

Consider now another change of variable, namely,

$$
\begin{equation*}
\omega=-k / \omega^{\prime} . \tag{97}
\end{equation*}
$$

This substitution has the effect of interchanging the origin with the point at infinity, and the positive axis with the negative axis. For instance,


Fig. 9-14.-Insertion loss of a low-pass and a high-pass filter.
the insertion loss of a low-pass filter shown in Fig. 9•i4a is transformed into the function shown in Fig. $9 \cdot 14 b$, which is obviously the insertion loss of a high-pass filter. When $\omega^{\prime}$ is a real frequency, the change of variable of Eq. (97) transforms any inductive reactance $\omega L$ into a capacitive reactance $-k L / \omega^{\prime}$ and any capacitive reactance $-1 / \omega_{c}$ into an inductive reactance $\omega^{\prime} / k C$. Therefore, the function $L\left(-k / \omega_{c}^{\prime}\right)$ shown in Fig. $9 \cdot 14 b$ is the insertion loss of a network obtained from the original one by substituting for any inductance $L$ a capacitance $C^{\prime}=1 / k L$ and for any capacitance $C^{\prime}$ an inductance $L^{\prime}=1 / k C$.

The presence of any mutual inductance in the original network would lead to difficulties, since there is no such thing as a mutual capacitance which can be substituted for a mutual inductance. A mutual inductance $M$ can produce an inductive mutual reactance $\omega M$ between two loops of a network without requiring any electrical comection between the loops (Fig. $9 \cdot 15 a$ ). In order to introduce a capacitive mutual reactance in the same manner, it is necessary to use an ideal transformer as shown in Fig. $9 \cdot 15 b$. The equivalent mutual capacitance of the coupling circuit
of Fig. $9 \cdot 15 b$ is equal to $a C$. As in the case of impedance transformations, the presence of an ideal transformer is very important from the construction point of view, but is immaterial as far as the theoretical work involved in the process of normalization is concerned.

The transformation just described can be used to design a high-pass filter from a low-pass filter. If the constant $k$ is made equal to the cutoff frequency of the low-pass filter, the high-pass filter will have the same cutoff frequency. Conversely, any high-pass filter can be reduced to a low-pass filter by the reverse transformation. By combining the transformations defined by Eqs. (96) and (97), any high-pass or low-pass nilter can be derived from a low-pass filter with a cutoff frequency of

(a)

(b)

Fig. 9.15.-Mutual inductance and effective mutual capacitance. 1 radian/sec by uniform changes of the elements, regardless of the complexity of the structure.

Finally, consider the change of variable

$$
\omega=k \omega_{0}^{\prime}\left(\begin{array}{l}
\omega^{\prime}  \tag{98}\\
\omega_{0}^{\prime}
\end{array}-\frac{\omega_{0}^{\prime}}{\omega^{\prime}}\right)
$$

where both $\omega_{0}^{\prime}$ and $k$ are positive constants. This substitution transforms an even function of $\omega$ into an even function of $\omega^{\prime}$ which has a geometric symmetry with respect to the points $\omega^{\prime}=\omega_{0}^{\prime}$ and $\omega^{\prime}=-\omega_{0}^{\prime}$. In fact, the points $\omega_{1}$ and $-\omega_{1}$ are transformed into the two pairs of points

$$
\left.\begin{array}{r}
\omega_{1}^{\prime}=-\frac{\omega_{1}}{2 k}+\sqrt{\frac{\omega_{1}^{2}}{4 k^{2}}+\left(\omega_{0}^{\prime}\right)^{2}} \\
\omega_{2}^{\prime}=\frac{\omega_{1}}{2 k}+\sqrt{\frac{\omega_{1}^{2}}{4 k^{2}}+\left(\omega_{0}^{\prime}\right)^{2}} \tag{100}
\end{array}\right\},
$$

The product of the points of each pair is

$$
\begin{equation*}
\omega_{1}^{\prime} \omega_{2}^{\prime}=\left(\omega_{0}^{\prime}\right)^{2} \tag{101}
\end{equation*}
$$

which reveals the geometric symmetry involved in the transformation. The difference between the points of each pair is

$$
\begin{equation*}
u^{\prime}=\omega_{2}^{\prime}-\omega_{1}^{\prime}=\omega_{1} / k . \tag{102}
\end{equation*}
$$

It follows that an insertion loss function $L(\omega)$ such as the one shown in Fig. $9 \cdot 14 a$ for a low-pass filter is transformed into the function of $\omega^{\prime}$ shown in Fig. 9•16, which is obviously that of a bandpass filter.

The change of variable of Eq. (98) transforms any inductive reactance $\omega L_{1}$ into a reactance

$$
\begin{equation*}
X=k L_{1} \omega_{0}^{\prime}\left(\frac{\omega^{\prime}}{\omega_{0}^{\prime}}-\frac{\omega_{0}^{\prime}}{\omega^{\prime}}\right) \tag{103}
\end{equation*}
$$

This function is easily recognized as the reactance of the series-tuned circuit of Fig. $9 \cdot 17 a$, in which

$$
\begin{equation*}
L_{1}^{\prime}=k L_{1}, \quad C_{1}^{\prime}=\frac{1}{L_{1}^{\prime}\left(\omega_{0}^{\prime}\right)^{2}}=\frac{1}{k L_{1}\left(\omega_{0}^{\prime}\right)^{2}} \tag{104}
\end{equation*}
$$

Similarly any capacitive susceptance $\omega C_{2}$ is transformed into a susceptance,

$$
\begin{equation*}
B=k C_{2} \omega_{0}^{\prime}\left(\frac{\omega^{\prime}}{\omega_{0}^{\prime}}-\frac{\omega_{0}^{\prime}}{\omega^{\prime}}\right), \tag{105}
\end{equation*}
$$

which may be recognized as the susceptance of the parallel-tuned circuit of Fig. 9•17b, in which

$$
\begin{equation*}
C_{2}^{\prime}=k C_{2}, \quad L_{2}^{\prime}=\frac{1}{C_{2}^{\prime}\left(\omega_{0}^{\prime}\right)^{2}} . \tag{106}
\end{equation*}
$$

In order to represent the coupling reactance

$$
\begin{equation*}
X_{m}=k M \omega_{0}^{\prime}\left(\frac{\omega^{\prime}}{\omega_{0}^{\prime}}-\frac{\omega_{0}^{\prime}}{\omega^{\prime}}\right) \tag{107}
\end{equation*}
$$


resulting from a mutual inductance $M$, it is again necessary to use an ideal transformer, as shown in Fig. 9•17c, in which

$$
\begin{equation*}
a L_{m}^{\prime}=k M, \quad C_{m}^{\prime}=1 / L_{m}^{\prime}\left(\omega_{0}^{\prime}\right)^{2} \tag{108}
\end{equation*}
$$

By the use of Eq. (98), a low-pass filter with a cutoff frequency of 1 radian/sec is transformed into a bandpass filter with a bandwidth $w$ equal


Fig. 9.17.-Resonant elements.
to $1 / k$. Therefore, the design of a bandpass filter with mean frequency $\omega_{0}^{\prime}$ can be obtained simply by substituting for any inductance $L_{1}$ a seriestuned circuit with elements

$$
\begin{equation*}
L_{1}^{\prime}=L_{1} / w^{\prime}, \quad C_{1}^{\prime}=1 / L_{1}^{\prime}\left(\omega_{0}^{\prime}\right)^{2} ; \tag{109}
\end{equation*}
$$

for any capacitance $C_{2}$, a parallel-tuned circuit with elements

$$
\begin{equation*}
C_{2}^{\prime}=C_{2} / w^{\prime}, \quad L_{2}^{\prime}=1 / C_{2}^{\prime}\left(\omega_{0}^{\prime}\right)^{2} ; \tag{110}
\end{equation*}
$$

and for any mutual inductance $M$, a circuit such as the one of Fig. 9•17c in which

$$
\begin{equation*}
a L_{m}^{\prime}=M / w, \quad C_{m}^{\prime}=1 / L_{m}^{\prime}\left(\omega_{0}^{\prime}\right)^{2} \tag{111}
\end{equation*}
$$

The converse, however, is not in general true. Only a bandpass filter


Fig. 9.18.-Insertion loss of a bandrejection filter. whose insertion loss has the proper geometric symmetry about the mean frequency can be reduced to a lowpass filter. The transformation of Eq. (98) can also be applied to a high-pass filter having an insertion loss such as the one plotted in Fig. 9•14b. The result would be, evidently, a bandelimination filter whose insertion-ratio curve would look like the one shown in Fig. 9•18. The mechanism of the transformation and the equations relating the parameters are the same as in the case of the bandpass filter. By combining the changes of variable of Eqs. (96) and (98), it is possible to obtain a band-elimination filter from a low-pass filter. As in the previous case, the converse is not true.

## REACTIVE NETWORKS WITH SPECIFIED IMAGE PARAMETERS

9.9. Designs Based on Lattice Structures.-The symmetrical lattice shown in Fig. 9•19 is, for two reasons, a very useful structure in filter design. First of all, it is the most general symmetrical network. In the second place, it lends itself to a simple synthesis procedure based on prescribed image parameters. Both properties become evident when Bartlett's bisection theorem is applied to the lattice structure. The open-circuit and short-circuit impedances of half the network are simply
metrical lattice.

$$
Z_{o c h}=Z_{E}, \quad Z_{s c h}=Z_{a} .
$$

Since $Z_{a}$ and $Z_{b}$ can be any two physically realizable impedances, it is evident that any symmetrical network can be reduced to a symmetrical lattice. Moreover, the image impedance is specified by the product $Z_{a} Z_{b}$, whereas the propagation function is specified by the ratio $Z_{a} / Z_{b}$. It follows that the two image parameters can be specified independently,
and the two impedances $Z_{a}$ and $Z_{b}$ can be found from them without difficulty. In the case of nondissipative networks, $Z_{a}$ and $Z_{b}$ are reactances and can be realized in Foster form, in either Cauer form, or in any convenient combination of them.

The design problems for nondissipative filters will now be considered in more detail. It has been shown previously that $Z_{o c}$ and $Z_{s c}$ must have opposite signs in the pass band and the same sign in the attenuation band. The same is true for $Z_{o c h}$ and $Z_{\text {sch }}$ since Eqs. (75) and (76) have the same forms as Eqs. (71), (72), (73), and (74). It follows that either $Z_{a}$ or $Z_{b}$ (not both) must be critical at the cutoff frequency. Moreover, the poles and zeros of $Z_{a}$ and $Z_{b}$ must coincide in the attenuation band, whereas in the pass band the poles of $Z_{a}$ must coincide with the zeros of $Z_{b}$ and vice versa. A possible distribution of poles and zeros for a low-pass filter is shown in Fig. 9•20.

According to Foster's reactance theorem, a reactance is specified, except


Fig. 9-20.-Distribution of poles and zeros in the impedance functions of a low-pass filter. for a constant multiplier, by the locations of its poles and zeros. For instance, $Z_{a}$ and $Z_{b}$ can be written, for the case of Fig. 9•20, as follows:

$$
\begin{align*}
Z_{a} & =\frac{k_{a} j \omega\left(\omega_{2}^{2}-\omega^{2}\right)}{\left(\omega_{a}^{2}-\omega^{2}\right)},  \tag{113}\\
Z_{b} & =\frac{k_{b}\left(\omega_{a}^{2}-\omega^{2}\right)\left(\omega_{2}^{2}-\omega^{2}\right)}{j \omega\left(\omega_{1}^{2}-\omega^{2}\right)} . \tag{114}
\end{align*}
$$

The image impedance is then

$$
\begin{equation*}
Z_{I}=\sqrt{Z_{a} Z_{b}}=\sqrt{k_{a} k_{b}}-\frac{\omega_{2}^{2}-\omega^{2}}{\sqrt{\omega_{1}^{2}-\omega^{2}}} . \tag{115}
\end{equation*}
$$

The ratio $\sqrt{Z_{a} / Z_{b}}$ which determines the propagation function is

$$
\begin{equation*}
\sqrt{\frac{Z_{a}}{Z_{b}}}=\sqrt{\frac{k_{a}}{k_{b}}} \frac{j \omega \sqrt{ } \omega_{1}^{2}-\omega^{2}}{\omega_{a}^{2}-\omega^{2}} . \tag{116}
\end{equation*}
$$

It will be noticed that $Z_{1}$ depends on the cutoff frequency $\omega_{1}$ and on the other critical frequency $\omega_{2}$ but not on $\omega_{a}$. On the contrary, $\sqrt{Z_{a} / Z_{b}}$ depends on $\omega_{1}$ and $\omega_{a}$ but not on $\omega_{2}$. This fact may be generalized in the following manner. The image impedance depends on the critical frequencies located in the attenuation band (cutoff frequency included) and not on the critical frequencies located inside the pass band. The ratio $\sqrt{Z_{a} / Z_{b}}$, on the other hand, depends on the critical frequencies located in the pass band (cutoff frequency included) and not on those
located in the attenuation band. This makes even more evident the fact that the image-impedance function and the propagation function can be specified independently.

Equation (85) shows that the power ratio in the pass band is unity when $Z_{i}$ is equal to unity (for 1 -ohm terminations). Therefore, the image-impedance function must be selected so that unity is approximated over the pass band in the best possible way. The larger the number of critical frequencies in the attenuation band, the closer the function may be made to approximate unity. However, the number of elements required in the filter also increases with the number of critical frequencies. Consequently, in general, some compromise must be made between performance and practicability.

The attenuation function $\alpha$ becomes infinite when $\sqrt{Z_{a} / Z_{b}}=1$. Consequently, to obtain high off-band attenuation, the function $\sqrt{Z_{a} / Z_{b}}$ must be selected so that unity is approximated in the best possible way. The approximation may be improved by increasing the number of critical frequencies in the pass band but only, as before, at the expense of increased circuit complexity. The procedure for determining the location of the critical frequencies that yield the best approximation will not be discussed here. ${ }^{5}$

The symmetrical lattice is very useful for the basic design of filters, but is quite impractical as a final filter structure. For instance, the tolerances on the values of the elements are very strict, and the balanced form of the structure leads to difficulties in grounding the network. It is therefore necessary, once the basic design has been made, to develop the lattice into a more convenient structure-an unbalanced ladder, for example. This operation depends to a large extent on the ingenuity of the designer and, moreover, cannot always be performed since the lattice is a more general structure than the ladder. The lattice development will not be completely discussed here. Two basic steps, however, are sufficiently important to deserve attention.

In the network of Fig. 9•21a, the open-circuit and short-circuit impedances of half the network are

$$
\left.\begin{array}{l}
Z_{\text {och }}=Z+Z_{b}  \tag{117}\\
Z_{s c h}=Z+Z_{a}
\end{array}\right\}
$$

These impedances, on the other hand, form the arms of the lattice of Fig. $9 \cdot 21 b$. The network of Fig. $9 \cdot 21 a$ is thus equivalent to the lattice of Fig. $9 \cdot 21 \mathrm{~b}$. It follows that, if the arms of a lattice contain a common series impedance, this impedance can be taken out of the lattice as shown in Fig. $9 \cdot 21 a$.

The dual operation is shown in Figs. 9•21c and $d$. The open-circuit and short-circuit admittances of half the network of Fig. 9.21c are

$$
\left.\begin{array}{l}
Y_{o c h}=Y+Y_{b}  \tag{118}\\
Y_{s c h}=Y+Y_{a}
\end{array}\right\} .
$$

Again, these admittances form the arms of the lattice of Fig. 9•21d, and the two networks are thus equivalent. It follows that if the arms of a lattice contain a common parallel admittance, this admittance can be taken out and placed in shunt to both pairs of terminals. Both methods of lattice development can be used in succession to take out common poles and zeros of the two impedances $Z_{a}$ and $Z_{b}$.

Another method of developing a lattice is based on the fact that the propagation function of a filter is entirely specified by the cutoff frequencies and by the locations of the infinite peaks of attenuation. The infinite peaks of attenuation can be divided among a number of lattices all having the same image impedance. These lattices, when placed in


Fig. 9-21.-Two equivalent lattice structures and their duals.
cascade, are equivalent to the original lattice since their combination has the same propagation function. The resulting lattices are then separately developed into more convenient structures.
9.10. Constant-k Filters.--The method of design based on constant-k and $m$-derived structures was the first to be developed and because of its simplicity is still widely used when the design requirements are not too strict. For this reason, it will be discussed here in some detail. These designs will be treated as particular cases of the lattice structure. Although the meaning of conventional expressions such as "constant $k$ " and " $m$-derivation" will be partially lost by such an approach, other more important concepts will be made clearer than they would be if the traditional derivations were followed. The discussion will be limited to low-pass filters designed to operate between 1 -ohm resistances. All the other types of filters can be derived from these basic designs by means of the transformations described in Secs. $9 \cdot 7$ and $9 \cdot 8$.

Consider the simplest possible type of filter, that is, one with no
critical frequency other than that which separates the pass band from the attenuation band. There are two sets of reactance functions which may be used for $Z_{a}$ and $Z_{b}$. These functions are plotted in Fig. 9•22. The two functions of each set have opposite signs from $\omega=0$ to $\omega=1$, and the same sign from $\omega=1$ to $\omega=x$. The cutoff frequency is, therefore, $1 \mathrm{radian} / \mathrm{sec}$, and the filter is of the low-pass type. The image impedance and the ratio $\sqrt{Z_{a} / Z_{b}}$ are, for the functions of Fig. 9.22a,

$$
\begin{equation*}
Z_{1}=\sqrt{Z_{a} Z_{b}}=\sqrt{L_{a} L_{b}} \sqrt{1-\omega^{2}}, \quad \sqrt{\frac{Z_{a}}{Z_{b}}}=\sqrt{L_{L_{a}}} \frac{j \omega}{\sqrt{I_{b}}-\frac{\omega^{2}}{1-\omega^{2}}} \tag{119}
\end{equation*}
$$

and, for the function of Fig. 9.22b,

$$
\begin{equation*}
Z_{I}=\sqrt{Z_{a} Z_{b}}=\frac{1}{\sqrt{C_{a} C_{b}} \sqrt{1-\omega^{2}}}, \quad \sqrt{\frac{\bar{Z}_{a}}{\bar{Z}_{b}}}=\sqrt{\frac{C_{b}}{C_{a}}} \frac{j \omega}{\sqrt{1-\omega^{2}}} . \tag{120}
\end{equation*}
$$

It is evident that the functions corresponding to Fig. $9 \cdot 22 b$ are the


Fig. 9.22.-Behavior of $Z_{a}$ and $Z_{l}$ for two simple filters. reciprocals of the functions corresponding to Fig. 9•22a. Therefore, it is not necessary to carry further the design for the case of Fig. 9•22b. The final network for this case will be the dual of the network resulting from the functions of Fig. 9•22a.

The product $L_{a} L_{b}$ is fixed by making the image impedance equal to unity at zero frequency. The ratio $\sqrt{L_{a} / L_{b}}$ specifies the location of the peak of infinite attenuation, since $\alpha=\infty$ for $\sqrt{\bar{Z}_{a} / Z_{b}}=1$. If $\alpha=\propto$ at $\omega=\infty$, it follows that

$$
\begin{equation*}
L_{a}=L_{b}=1 . \tag{121}
\end{equation*}
$$

This means that the functions $Z_{a}$ and $Z_{b}$ of Fig. $9 \cdot 22 a$ are tangent at infinity where their slope is equal to unity. The resulting lattice is


Fig. 9.23.-Transformation of lattice in Fig. 9.22a to an equivalent ladder structure.
shown in Fig. 9•23a. This lattice can be developed following the method described in Figs. 9.21 and $9 \cdot 22$. First of all, the inductance is taken
out; the remaining capacitances in the $b$-arms of the lattice are in parallel and can be lumped together. These steps are shown in Figs. 9.23b and c. The dual network resulting from the functions of Fig. $9 \cdot 22 b$ is shown in Fig. 9.24. The propagation function for both filters is given by

$$
\begin{equation*}
\gamma=2 \tanh ^{-1} \frac{j \omega}{\sqrt{1-} \cdot \frac{1+\frac{j \omega}{\sqrt{\omega^{2}}}}{\underline{\sqrt{1-\omega^{2}}}}}=\ln \frac{j \omega}{1-\frac{j \omega}{\sqrt{1-\omega^{2}}}} . \tag{122}
\end{equation*}
$$

The image impedance for the filter of Fig. $9 \cdot 23$ is

$$
\begin{equation*}
W_{1 k}=\sqrt{1-\omega^{2}} \tag{123}
\end{equation*}
$$



Fig. 9.24.-Ladder equivalent of lattice structure shown in Fig. 9•22b.
and for the filter of Fig. $9 \cdot 24$ the image impedance is

$$
\begin{equation*}
W_{2 k}=\frac{1}{\sqrt{1-\omega^{2}}} \tag{124}
\end{equation*}
$$

Plots of these functions are shown in Figs. $9 \cdot 25 a$ and $9 \cdot 25 b$. It will be noticed that the half sections obtained by bisecting the filters of Figs.


Fig. 9•25.-Image parameters for structures shown in Figs. $9 \cdot 23$ and 9.24 .
$9 \cdot 23 c$ and $9 \cdot 24$ are identical. It follows that the image parameters of the nonsymmetrical filter shown in Fig. 9.26, are

$$
\begin{gather*}
W_{1 k}=\sqrt{1-\omega^{2}},  \tag{125}\\
W_{2 k}=\frac{1}{\sqrt{1-\omega^{2}}},  \tag{126}\\
\gamma_{k / 2}=\tanh ^{-1} \frac{j \omega}{\sqrt{1-\omega^{2}}}=\frac{1}{2} \ln \frac{1+\frac{j \omega}{\sqrt{1-\omega^{2}}}}{1-\frac{j \omega}{\sqrt{1-\omega^{2}}}} \tag{127}
\end{gather*}
$$

The power-loss ratio for the filter of Fig. 9•23c can be computed by substituting Eqs. (122) and (123) in Eq. (84), after noting that

$$
\begin{equation*}
\sinh ^{2} \gamma_{k}=4^{*} \frac{\tanh ^{2} \frac{\gamma_{k}}{2}}{\left(1-\tanh ^{2} \frac{\gamma_{k}}{2}\right)^{2}}=-4 \omega^{2}\left(1-\omega^{2}\right) \tag{128}
\end{equation*}
$$

Thus, after some algebraic manipulation, one finds

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\omega^{6} . \tag{129}
\end{equation*}
$$

The same expression is found for the filter of Fig. 9•24.
The power ratio for the half section of Fig. $9 \cdot 26$ is found by substituting Eqs. (125) and (127) in Eq. (89) and noting that

$$
\begin{equation*}
\cosh ^{2} \frac{\gamma_{k}}{2}=\frac{1}{1-\tanh ^{2} \frac{\gamma_{k}}{2}}=1-\omega^{2} . \tag{130}
\end{equation*}
$$

The final expression reduces to

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{1}{4} \omega^{4} . \tag{131}
\end{equation*}
$$

The filters of Figs. $9 \cdot 23 c, 9 \cdot 24$, and $9 \cdot 26$ are usually referred to as


Fig. 9.26.-Half section of structures shown in Figs. $9 \cdot 23 c$ and $9 \cdot 24$. "constant- $k$ " structures. The name originates from the fact that the ratio $k$ of the impedances of the series branch to the impedance of the shunt branch is a constant independent of frequency.
9.11. $m$-derived Filters.-The physical meaning of the well-known process of $m$-derivation becomes evident when the operation is performed on a lattice structure such as the one of Fig. 9•27a. The impedance $Z_{a}$ is multiplied by a positive constant $m$, while the impedance $Z_{b}$ is divided by the same constant, as shown in Fig. $9 \cdot 27 b$. The image impedance which depends on the product of the two new impedances $Z_{a}^{\prime}=m Z_{a}$ and $Z_{b}^{\prime}=Z_{b} / m$ remains unchanged. The cutoff frequency also remains unchanged. The ratio $Z_{a} / Z_{b}$, on the contrary, is multiplied by $\mathrm{m}^{2}$ :

$$
\begin{equation*}
Z_{a}^{\prime} / Z_{b}^{\prime}=m^{2}\left(Z_{a} / Z_{b}\right) \tag{132}
\end{equation*}
$$


(a)

(b)

Fig. 9.27.-- Illustration of m-derivation of a lattice structure.

It follows that the ratio $Z_{a}^{\prime} / Z_{b}^{\prime}$ can be made ecpual to unity at any desired frequency in the attenuation band by properly adjusting the value of $m$.

In other words, since $\alpha=\infty$ for $Z_{a}^{\prime} / Z_{b}^{\prime}=1$, a peak of infinite attenuation can be produced at any desired frequency in the attenuation band.

Application of this process of $m$-derivation to the lattice of Fig. $9 \cdot 23 a$ leads to the lattice of Fig. 9•28a which can be developed into the T-section of Fig. $9 \cdot 28 b$. In this particular case, $m$ must be smaller than unity since $Z_{a}$ is larger than $Z_{b}$. The func-

(a)

(b)

Fig. 9.28.-Two equivalent forms for $m$-derivation of lattice in Fig, $9 \cdot 23 a$. tions $Z_{a}^{\prime}$ and $Z_{b}^{\prime}$ are plotted in Fig. 9.29 . The peak of infinite attenuation occurs at a frequency $\omega_{\infty}$ given by the solution of the equation

$$
\begin{equation*}
\frac{Z_{a}^{\prime}}{Z_{b}^{\prime}}=m^{2} \frac{\omega_{\infty}}{\sqrt{\omega_{\infty}^{2}-1}}=1, \tag{133}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\omega_{\infty}=\sqrt{\frac{1}{1-m^{2}}} . \tag{134}
\end{equation*}
$$

The attenuation for $\omega=\infty$ becomes

$$
\begin{equation*}
\alpha_{k}(\infty)=2 \tanh ^{-1} m=\ln \frac{1+m}{1-m} . \tag{135}
\end{equation*}
$$

The propagation function $\gamma_{k m}=\alpha+j \beta$ is plotted in Fig. 9•30.


Fig. 9.29.- $Z^{\prime}{ }_{a}$ and $Z^{\prime}{ }_{b}$ for the $m$-derived section shown in Fig. 9.28..

The process of $m$-derivation may also be applied to the filter of Fig. 9•24. The resulting network shown in Fig. 9.31 is the dual of the network of Fig. 9•28b. The image impedance of this filter is still given by Eq. (124) and its propagation function is the


Fig. 9.30.- Propagation function of an $m$-derived section.
same as for the filter of Fig. 9-28b. The power-loss ratio turns out to be, for both types of $m$-derived filters,


Fig. 9.31.- Dual of network shown in Fig. $9.28 b$ developed by m-derived filter shown in Fig. 9.24.

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{m^{2} \omega^{6}}{1-\left(1-m^{2}\right) \omega^{2}} . \tag{136}
\end{equation*}
$$

It is interesting to note that the ratio at the cutoff frequency ( $\omega=1$ ) is still equal to 2 as for the original filters of Figs. 9.23c and 9.24.

The process of $m$-derivation is, traditionally performed directly on the T- and $\pi$-structures as shown in Fig. $9 \cdot 32 a$ and $b$. The lattices of Fig. 9.27 can be developed into the T- and $\pi$-structures of Fig. 9.32, provided the following identifications are made:

$$
\begin{align*}
& Z_{a}=\frac{Z_{1}}{2}=\frac{1}{\frac{Y_{1}}{2}+2 Y_{2}},  \tag{137}\\
& Z_{b}=\frac{Z_{1}}{2}+2 Z_{2}=\frac{2}{Y_{1}} . \tag{138}
\end{align*}
$$

It is seen that in the nonsymmetrical filters shown in Fig. 9.33 and obtained by bisecting the $m$-derived filters of Figs. $9 \cdot 28 b$ and $9 \cdot 31$, the image impedances $W_{1 k}$ are still equal to the image impedances of the


Fig. 9.32.--Traditional method of performing $m$-derivation on a T- or $\pi$-structure.


Fio. 9.33.-Two derived half sections corresponding to filters shown in Figs. 9.28b and 9.31. original constant- $k$ structures, and the propagation function $\gamma_{k m / 2}$ is half of the propagation function of the $m$-derived filters. The image impedances $W_{2 k m}$ and $W_{1 k m}$ are

$$
\begin{equation*}
W_{2 k m}=\frac{1-\omega^{2}\left(1-\omega^{2}\right)}{\sqrt{1-\omega^{2}}}=W_{2 k}\left[1-\omega^{2}\left(1-\omega^{2}\right)\right], \tag{139}
\end{equation*}
$$

$$
\begin{equation*}
W_{1 k m}=\frac{\sqrt{1-\omega^{2}}}{1-\omega^{2}\left(1-m^{2}\right)}=\frac{W_{1 k}}{1-\left(1-m^{2}\right) \omega^{2}} . \tag{140}
\end{equation*}
$$

It follows that if two identical half sections are connected in cascade as shown in Figs. $9.34 a$ and $b$, the resulting symmetrical filters will have image impedances equal to $W_{2 k m}$ and $W_{1 k m}$, respectively, and propagation functions equal to $\gamma_{k m}$ as for the $m$-derived filters.


Fif. 9.34.--Arrangements at $m$-derived half sertions with improved image impedances
The two image impedances $W_{1 k m}$ and $W_{2 k m}$ are plotted in Fig. 9•35. It is evident that these functions approximate unity better over the pass band than do $W_{1 k}$ and $W_{2 k}$. The process of $m$-derivation and bisection can be carried further by using the structures of Fig. $9 \cdot 34$ as starting points. The resulting structures can be again $m$-derived and bisected, and so on. This procedure leads to filters whose image impedances approximate unity to a better and better degree, over the pass band, and whose propagation functions have more and more peaks of infinite attenuation.

It must be pointed out, however, that the image impedance and the propagation function cannot be specified independently. In practice, image impedances resulting from more than one, or at most two, $m$-derivations are used very seldom. As far as the propagation function is concerned, the desired number of infinite peaks of attenuation is obtained by cascading $m$-derived sections having different


Fra. 9.35.-Image impedances of sections shown in Fig. 9.34 . values of $\omega_{\infty}$. These sections have simple constant- $k$ image impedances. If $m$-derived impedance is desired for the whole network, one section is bisected and the two half sections are placed at the two ends of the network as shown in Fig. 9.36 . The propagation function for this network is the sum of the propagation constants of the individual sections. The image impedance
of the whole network is equal to $W_{2 k m}$. The image impedances of the individual sections at the four junctions are all equal to $W_{1 k}$. If the image impedance and the propagation function have to be specified entirely independently, the lattice method of design must be used. This is particularly true when the required image impedance is not a simple function.


Fig. 9.36.- Cascade of $m$-derived sections terminated in half sections.
9.12. Limitations on the Use of Image Parameters.-The imageparameter method of design fails when the design specifications are so strict that the effect of mismatched terminations cannot be neglected. In order to estimate the order of magnitude of such effects, the power ratio in the pass band must be considered. This quantity, given by Eq. (85), depends on the product of $\left(Z_{I}-1 / Z_{I}\right)^{2}$ and $\sin ^{2} \beta$. The quantity $\left(Z_{I}-1 / Z_{I}\right)^{2}$ becomes infinite at the cutoff while $\sin ^{2} \beta$ becomes zero. It has already been pointed out that the limit of the product of these two quantities is finite at the cutoff. In other words, the large value of $\left(Z_{I}-1 / Z_{I}\right)^{2}$ is balanced by the small value of $\sin ^{2} \beta$. However, if $\beta$ changes so fast that $\sin ^{2} \beta$ becomes unity one or more times while $\left(Z_{I}-1 / Z_{I}\right)^{2}$ is still large, sizable peaks of insertion loss will result.

For a given image-impedance function and a given pass band, the tolerance on the loss depends primarily on the total change of $\beta$ in the pass band, assuming for the moment that the rate of change of $\beta$ is fairly constant. In fact, the larger the number of frequencies at which $\sin ^{2} \beta$ becomes equal to one, the closer one of these frequencies will be to a cutoff point. The number $n$ of these frequencies is equal to one plus the number of poles and zeros of $\sqrt{Z_{a} / Z_{b}}$ inside the pass band, (the cutoff points and the points $\omega=0$ and $\omega=\infty$ excluded), since $\beta$ becomes equal to an integral multiple of $\pi$ every time $\sqrt{\overline{Z_{a}} / Z_{b}}$ vanishes or becomes infinite. On the other hand, these poles and zeros are the parameters controlling the behavior of $\alpha$ in the attenuation band. For instance, the number of infinite peaks of attenuation, that is, the number of roots of the equation $\sqrt{Z_{a} / Z_{b}}=1$ corresponding to real positive values of $\omega$, can be at most equal to $n$. It follows that a large change of $\beta$ is unavoidable when $\alpha$ has to be very large in the attenuation band.

When the behavior of the propagation function is considered in more detail, it is found that the rate of change of $\beta$ in the vicinity of a cutoff
frequency is usually larger than its average value over the pass band. This is particularly true when the attenuation rises steeply on the other side of the cutoff. This fact makes the situation even worse as far as the tolerance in the pass band is concerned.

It may be concluded that, for a given image impedance, the tolerance in the pass band limits the attenuation in the rejection band and vice versa. In particular, there is an upper limit to the number of $m$-derived sections with a specified image impedance that can be placed in cascade if the loss in the pass band has to be kept within a specified tolerance. This tolerance can be improved by a better choice of image impedance but only at the expense of added complexity in the sections. A special case will be considered more quantitatively because of its practical importance in the microwave field; it is a filter composed of $n$ identical sections in cascade. Let $Z_{I}$ and $\beta_{0}$ be, respectively, the image impedance and the phase function of one section. The power ratio in the pass band is, for $n$ sections,

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{1}{4}\left(Z_{i}-\frac{1}{Z_{l}}\right)^{2} \sin ^{2} n \beta_{0}=1+\varepsilon_{n}^{2} \tag{1+1}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{n}^{2} \equiv \frac{P_{0}}{P_{L}}-1 \tag{1+2}
\end{equation*}
$$

Then the ratio of this quantity for $n$ sections to the corresponding quantity for one section is given by

$$
\begin{equation*}
\frac{\varepsilon_{n}^{2}}{\varepsilon_{1}^{2}}=\frac{\sin ^{2} n \beta_{0}}{\sin ^{2} \beta_{0}} . \tag{1+3}
\end{equation*}
$$

Plots of $\varepsilon_{n} / \varepsilon_{1}$ for $n=3,5$, and 10 are shown in Fig. 9.37.
Let the sections be, for instance, of the constant- $k$ low-pass type. The power ratio for one section is given by Eq. (129). The quantity $s_{1}^{2}$ is then

$$
\begin{equation*}
\varepsilon_{1}^{2}=\omega^{6} . \tag{144}
\end{equation*}
$$

The phase function $\beta_{0}$ is given by Eq. (122)

$$
\begin{equation*}
\beta_{0}=2 \tan ^{-1} \frac{\omega}{\sqrt{1-\omega^{2}}}=2 \sin ^{-1} \omega \text {. } \tag{145}
\end{equation*}
$$

Plots of $\varepsilon_{n}^{2} / \varepsilon_{1}^{2}$ for $n=3,10$, and $\propto$ are shown in Fig. 9•38. Figure $9 \cdot 39$ shows the insertion loss, in decibels, for $n=1,10$, and $\infty$. It is evident from these curves that the pass-band tolerance becomes progressively worse as $n$ is increased.

The analysis of filters consisting of several sections in cascade has been carried out for the particular case of symmetrical sections. The


Fig. 9.37.-Plot of function $\frac{\sin n \beta_{0}}{\sin \beta_{0}}$.


Fig. 9.38.-Plot of function $\frac{\sin ^{2}\left(2 n \sin ^{-1} \omega\right)}{\sin ^{2}\left(2 \sin ^{-1} \omega\right)}$.
results, however, can be extended to the case of nonsymmetrical sectinns, provided the image impedances for any two pairs of terminals which are joined together are identical. The case of nonsymmetrical sections, however, is not sufficiently important to deserve a detailed analysis.

It is evident from the preceding discussion that, for a given image impedance, bandpass tolerances smaller than several decibels will be difficult to obtain by the image-parameter method if high attenuation in the stop band is required. Such a tolerance is not objectionable in many low-frequency filters in which the tolerance is usually determined by the maximum allowable distortion of the signal, and very seldom by loss considerations. Unfortunately, the situation is otherwise in the case of microwave filters. In the first place, no satisfactory microwave amplifiers have been developed as yet, and consequently any reflection


Fig. 9.39.-Insertion loss for a cascade of constant-k low-pass sections.
losses in the pass band of a receiver filter are equivalent to a decrease in receiver sensitivity. Secondly, in microwave systems, and particularly in radar systems, it is often necessary to limit the frequency spectrum of the high-power transmitter. It turns out that the magnetron, which is the only high-power oscillator available at present, does not operate satisfactorily if the power reflected by the load is too large. In general, the power reflected must be less than $\frac{1}{16}$ of the incident power, corresponding to a voltage standing-wave ratio of less than 1.5. Moreover, since allowance must be made for small reflections in other components of the transmitting system, it is desirable to use filters that, in the pass band, produce a VSWR smaller than 1.2, or in other words, that reflect less than about 1 per cent of the power. This means that, neglecting the effect of dissipation, the insertion loss should be less than 0.04 db in the pass band. The problem is made even more complex by the effect of incidental dissipation; the input VSWR or the input reflection coefficient, rather than the insertion loss, must then be kept within a specified tolerance. Such handpass tolerances can be achieved with the image-
paraneter method only by using an image impedance that approximates unity sufficiently well within the pass band. Thus as the tolerance becomes stricter, one is forced to use more and more complex sections to achieve the required image-impedance function. In principle, such a procedure may always be carried out; but as the sections become more involved, one encounters practical problems of manufacturability, particularly in the case of microwave filters, where mechanical design is complicated by the distributed nature of the components. Even then it is apparent that the components have not been used in the most efficient manner, since the design procedures based on the image-parameter method do not lead to uniformly distributed tolerances in insertion loss over the pass band. Of course, one may attempt to achieve a more uniform tolerance by cut-and-try manipulation of the basic design, but such a procedure is very tedious and often fruitless. Consequently, in the case of strict design requirements, when reflection losses can no longer be neglected, a method for directly synthesizing a network having a prescribed insertion loss becomes necessary. Such a method is described in the succeeding sections.

## REACTIVE NETWORKS WITH SPECIFIED INSERTION LOSS

A design procedure ${ }^{4}$ which does not suffer from the drawbacks of the image-parameter method has been developed for nondissipative networks by S. Darlington* of the Bell Telephone Laboratories. This method permits the determination of the elements of a reactive network from a knowledge of its insertion loss for specified resistive terminations. In the following discussion each termination, that is, the load resistance and source resistance, is assumed to be equal to 1 ohm . This assumption does not limit the generality of the results since either termination can be made independently equal to any desired value by means of appropriate changes of impedance level.
9.13. Physical Realizability of Insertion-loss Functions.-The first question to be considered is the physical realizability of the insertion-loss function. It is evident that not every function of frequency can be the insertion loss of an actual network. Therefore, it is necessary to determine what restrictions must be imposed on a function of frequency in order to guarantee the existence of a network with such an insertion loss. The following analysis is limited to linear passive networks consisting of lumped elements only.

First will be considered the conditions of physical realizability for a two-terminal-impedance function. It can be shown that any impedance (not necessarily reactive) must be a real function $Z(j \omega)$ of the imaginary

[^62]variable $j \omega$, and that this function is the ratio of two finite polynomials. A considerable amount of information about this function can be obtained by studying its behavior over the whole complex plane instead of on the imaginary axis only. Therefore, let $p$ be a complex variable,
\[

$$
\begin{equation*}
p=\sigma+j \omega . \tag{146}
\end{equation*}
$$

\]

The function $Z(p)$, which coincides with the physical impedance for $\sigma=0$, is a real function of the complex variable $p$. Since $Z(p)$ is the ratio of two finite polynomials, it is a rational meromorphic function.

By making use of the fact that the network is passive, it can be shown that $Z(p)$ must be a positive real function (p.r.); that is, it must satisfy the condition

$$
\begin{equation*}
\operatorname{Re}[Z(p)] \geqq 0, \quad \text { for } \sigma \geqq 0 . \tag{147}
\end{equation*}
$$

Several properties of $Z(p)$ can be derived from this condition. The most important of these properties is that $Z(p)$ has no poles or zeros in the right half of the complex plane. In other words, the roots of the two polynomials of which $Z(p)$ is the ratio have nonpositive real parts.

Brune ${ }^{2}$ showed that the p.r. condition is sufficient as well as necessary. In other words, any rational meromorphic function which satisfies Condition (147) is necessarily the impedance of a physical network. Brune proved this theorem by developing a method of determining the elements of a two-terminal-pair network having the prescribed impedance. Darlington ${ }^{4}$ gave a different proof of this theorem and, at the same time, showed that any dissipative impedance can be realized by means of a nondissipative two-terminal-pair network terminated in a pure resistance. This second theorem forms the basis of the new direct method of filter design, by permitting the determination of a nondissipative filter having any given input impedance when a pure resistance is connected to the output terminals. This output resistance can always be made equal to 1 ohm by means of an ideal transformer.

The input impedance, however, is not a convenient function to specify in the case of a filter. It is necessary, therefore, to develop a method of obtaining the input impedance from the insertion loss and, at the same time, to derive the conditions of physical realizability for the insertion loss from the conditions that must be satisfied by the input impedance. This problem has to be solved before the synthesis procedure can be discussed.

In the network of Fig. 9•40, the voltage reflection coefficient $\Gamma(p)$ at the input terminals is given by the well-known expression

$$
\begin{equation*}
\Gamma(p)=\frac{Z(p)-1}{Z(p)+1}, \tag{148}
\end{equation*}
$$

where $Z(p)$ is the input impedance of the nondissipative network terminated in a 1 -ohm resistance. The right half of the $Z$-plane becomes, in the 「-plane, according to Eq. (148), the region inside a circle of unit radius centered at the origin. In other words, the absolute value of $\Gamma(p)$ is smaller than unity when the real part of $Z(p)$ is positive. The imaginary axis of the $Z$-plane transforms into the circle of unit radius in the $\Gamma$-plane. Consequently,

$$
\begin{equation*}
|\Gamma(p)| \leqq 1 \quad \text { for } \operatorname{Re}[Z(p)] \geqq 0 \tag{149}
\end{equation*}
$$

Since $Z(p)$ is a positive real function, this inequality becomes


Fig. 9.40.-.Two-terminal-pair network with input impedance $Z$.

$$
\begin{equation*}
|\Gamma(p)| \leqq 1 \quad \text { for } \sigma \geqq 0 \tag{150}
\end{equation*}
$$

Conversely, if the absolute value of $\Gamma(p)$ is smaller than or equal to one, the real part of $Z(p)$ must be positive or zero. It follows that if Eq. (150) is satisfied by an arbitrary function $\Gamma(p)$, the corresponding function $Z(p)$ is necessarily positive real. Of course, $\Gamma(p)$ must be a rational meromorphic function in order that $Z(p)$ may be the impedance of a lumpedelement network.

It can be shown that if a function of a complex variable is regular in a region $S$, its absolute value at any point of $S$ is smaller than or equal to the maximum absolute value over the boundary of $S$. This theorem can be applied to the function $\Gamma(p)$ which must be regular for $\sigma \geqq 0$. Let $S$ be the entire right half of the $p$-plane. Then, if the absolute value of $\Gamma(p)$ is smaller than or equal to one over the boundary of $S$, that is, if

$$
\begin{equation*}
|\mathrm{I}(j \omega)| \leqq 1 \tag{151}
\end{equation*}
$$

then

$$
\begin{equation*}
|\Gamma(p)| \leqq 1, \quad \text { for } \sigma \geqq 0 . \tag{152}
\end{equation*}
$$

To summarize, if $\Gamma(p)$ is a rational meromorphic function which is regular in the right half of the $p$-plane and satisfies Eq. (151), then the function $Z(p)$ defined by Eq. (148) is positive real and consequently is a physically realizable impedance.

The fact that Eq. (151) has to be satisfied is physically obvious, since the fraction of the incident power which is reflected at the input to the network at real frequencies, $|\Gamma(j \omega)|^{2}$, cannot be larger than 1. Equation (151), however, is a necessary but not a sufficient condition, since $\Gamma(p)$ must also be regular in the right half of the plane.

The power-loss ratio is defined as the ratio of the power available from the source to the power delivered to the load. Since the two-terminal-pair network of Fig. $9 \cdot 40$ is nondissipative, the power reaching
the load is the difference between the power incident from the source and the power reflected. It follows that the power-loss ratio is

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=\frac{1}{1-|\Gamma(j \omega)|^{2}} \geqq 1 . \tag{153}
\end{equation*}
$$

The insertion loss for equal terminations is simply

$$
\begin{equation*}
L=10 \log _{10} \frac{P_{0}}{P_{L}} \tag{154}
\end{equation*}
$$

Since $\Gamma(j \omega)$ is a real function of $j \omega$, the square of its magnitude must be an even real function of $\omega$, that is, a real function of $\omega^{2}$ :

$$
\begin{equation*}
|\Gamma(j \omega)|^{2}=\Gamma(j \omega) \cdot \Gamma(-j \omega) . \tag{155}
\end{equation*}
$$

Moreover, $\mathrm{I}^{\prime}(p)$ is a rational meromorphic function of $p$, and must satisfy Eq. (151). It follows that $|I(j \omega)|^{2}$ must be of the form

$$
\begin{equation*}
|\Gamma(j \omega)|^{2}=\frac{M\left(\omega^{2}\right)}{N\left(\omega^{2}\right)+M\left(\omega^{2}\right)} . \tag{156}
\end{equation*}
$$

The polynomials $M\left(\omega^{2}\right)$ and $N\left(\omega^{2}\right)$ must be real and nonnegative for all real, nonnegative values of $\omega^{2}$. In terms of these quantities, the powerloss ratio becomes simply

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=\frac{N\left(\omega^{2}\right)+M\left(\omega^{2}\right)}{N\left(\omega^{2}\right)}=1+\frac{M\left(\omega^{2}\right)}{N\left(\omega^{2}\right)} . \tag{157}
\end{equation*}
$$

It will be shown later that $N\left(\omega^{2}\right)$ must be the square of either an even or an odd polynomial in $\omega$. This condition, however, can be satisfied without imposing any further restriction on the function representing the power-loss ratio. In fact, it is sufficient to multiply both the numerator and the denominator of Eq. (157) by all the root factors of $N\left(\omega^{2}\right)$ that have odd multiplicity. It follows that no loss of generality results from rewriting Eqs. (156) and (157) as follows:

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=\frac{P\left(\omega^{2}\right)+Q^{2}(\omega)}{Q^{2}(\omega)}=1+\frac{P\left(\omega^{2}\right)}{Q^{2}(\omega)}, \tag{158}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathbf{\Gamma}(j \omega)|^{2}=\frac{P\left(\omega^{2}\right)}{P\left(\omega^{2}\right)+Q^{2}(\omega)}=\frac{1}{1+\frac{Q^{2}(\omega)}{P\left(\omega^{2}\right)}} \tag{159}
\end{equation*}
$$

The even polynomials $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$ must be real and nonnegative for all real values of $\omega$.

### 9.14. Determination of Input Impedance from a Prescribed Insertion

 Loss.-It remains to be shown ihat for any function of the type represented in Eq. (159) it is possible to find a function $\Gamma(p)$ which is regularin the right half of the $p$-plane. In other words, it must be shown that the conditions imposed on $|\Gamma(j \omega)|^{2}$ are sufficient, as well as necessary, for the determination of $\Gamma(p)$. This proof will consist of giving a method for obtaining from $|\Gamma(j \omega)|^{2}$ a function $\Gamma(p)$ which is regular in the right half of the $p$-plane. ${ }^{6}$ Let

$$
\begin{equation*}
\Gamma(p)=\frac{u_{1}+v_{1}}{u_{2}+v_{2}} \tag{160}
\end{equation*}
$$

where $u_{1}, u_{2}$ are even functions of $p$, that is, polynomials with even powers of $p$, and $v_{1}, v_{2}$ are odd functions, that is, polynomials with odd powers of p. It follows from Eq. (159) that

$$
\begin{equation*}
|\Gamma(j \omega)|^{2}=\left[\frac{u_{1}^{2}-v_{1}^{2}}{u_{2}^{2}-v_{2}^{2}}\right]_{p-j \omega}=\left[\frac{\left(u_{1}+v_{1}\right)\left(u_{1}-v_{1}\right)}{\left(u_{2}+v_{2}\right)\left(u_{2}-v_{2}\right)}\right]_{p=j \omega}=\frac{P\left(\omega^{2}\right)}{P\left(\omega^{2}\right)+Q^{2}(\omega)} . \tag{161}
\end{equation*}
$$

By substituting $-p^{2}$ for $\omega^{2}$ in $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$, the following two equations are obtained

$$
\begin{gather*}
P\left(-p^{2}\right)=\left(u_{1}+v_{1}\right)\left(u_{1}-v_{1}\right),  \tag{162}\\
P\left(-p^{2}\right)+Q^{2}(-j p)=\left(u_{2}+v_{2}\right)\left(u_{2}-v_{2}\right) . \tag{163}
\end{gather*}
$$

It should be noticed that, for $p=j \omega,\left(u_{1}-v_{1}\right)$ and ( $u_{2}-v_{2}$ ) are conjugates of $\left(u_{1}+v_{1}\right)$ and $\left(u_{2}+v_{2}\right)$, respectively.

First, the function $u_{2}+v_{2}$ will be determined. The polynomial of Eq. (163) can be expanded in a product of root factors as follows:

$$
\begin{equation*}
P\left(-p^{2}\right)+Q^{2}(-j p)=k\left(p^{2}-p_{1}^{2}\right)\left(p^{2}-p_{2}^{2}\right) \cdots\left(p^{2}-p_{n}^{2}\right), \tag{164}
\end{equation*}
$$

where $k$ is a real constant and $p_{1}^{2}, p_{2}^{2}, p_{n}^{2}$ are the roots of the polynomial in the variable $p^{2}$. The roots $p_{\nu}^{2}$ can be either real or complex. If they are complex, they must be present in conjugate pairs $p_{\nu}^{2}$ and $\left(p_{v}^{2}\right)^{*}$, since the coefficients of the polynomial are real. Any pair of conjugate roots results in two root factors which can be expanded as follows:

$$
\begin{equation*}
\left[p^{2}-p_{\nu}^{2}\right]\left[p^{2}-\left(p_{\nu}^{2}\right)^{*}\right]=\left[\left(p-p_{\nu}\right)\left(p-p_{\nu}^{*}\right)\right]\left[\left(p+p_{\nu}\right)\left(p+p_{\nu}^{*}\right)\right] . \tag{165}
\end{equation*}
$$

The location in the complex plane of the four $p$-roots resulting from the pair of conjugate $p^{2}$-roots is shown in Fig. 9•41. On the imaginary axis, that is, for $p=j \omega$, the product $\left(p-p_{v}\right)\left(p-p_{v}^{*}\right)$ is the conjugate of the product $\left(p+p_{\nu}\right)\left(p+p_{\nu}^{*}\right)$. In fact, these products can be developed as follows:

$$
\begin{align*}
\left(p-p_{\nu}\right)\left(p-p_{\nu}^{*}\right) & =\left[-\sigma_{\nu}+j\left(\omega-\omega_{\nu}\right)\right]\left[-\sigma_{\nu}+j\left(\omega+\omega_{\nu}\right)\right] \\
& =\left[\sigma_{\nu}^{2}-\left(\omega^{2}-\omega_{\nu}^{2}\right)\right]-j 2 \omega \sigma_{\nu}, \tag{166}
\end{align*}
$$

and

$$
\begin{align*}
\left(p+p_{\nu}\right)\left(p+p_{\nu}^{*}\right) & =\left[\sigma_{\nu}+j\left(\omega+\omega_{\nu}\right)\right]\left[\sigma_{\nu}+j\left(\omega-\omega_{\nu}\right)\right]  \tag{167}\\
& =\left[\sigma_{\nu}^{2}-\left(\omega^{2}-\omega_{\nu}^{2}\right)\right]+j 2 \omega \sigma_{\nu} .
\end{align*}
$$

Therefore, the right-hand side of Eq. (165) can be split into two parts, as indicated by the square brackets, which are conjugate on the imaginary axis. The product of these two parts is thus real and positive for $p=j \omega$. Any double real $p^{2}$-root is a degenerate case of a pair of conjugate roots to which Eqs. (166) and (167) are applicable. It follows that the corresponding root factor

$$
\left[p^{2}-p_{\nu}^{2}\right]^{2}=\left[\left(p-p_{\nu}\right)\left(p+p_{\nu}\right)\right]^{2}
$$

is nonnegative for $p=j \omega$.
Any negative real root, $p_{\nu}^{2}=\left(j \omega_{\nu}\right)^{2}$, must be of even multiplicity. In fact, if the root were simple, the factor [ $-\omega^{2}+\omega_{\nu}^{2}$ ] would be negative for $\omega^{2}>\omega_{\nu}^{2}$ and positive for $\omega^{2}<\omega_{\nu}^{2}$ and thus violate the assumption that $P\left(\omega^{2}\right)+Q^{2}(\omega)$ is nonnegative for nonnegative values of $\omega^{2}$.


Fig. 9.41.-A quadruplet of conjugate roots.

Any nonnegative real root $p_{\nu}^{2}=\sigma_{\nu}^{2}$ of odd multiplicity results in a factor ( $p^{2}-\sigma_{\nu}^{2}$ ) which is negative or zero for $p=j \omega$. Since

$$
P\left(\omega^{2}\right)+Q^{2}(\omega)
$$

is nonnegative by assumption, the total number of nonnegative real roots of odd multiplicity must be even; otherwise the constant $k$ of Eq. (164) must be negative. Since ( $p^{2}-\sigma_{\nu}^{2}$ ) is negative, it is obviously impossible to express it as the product of two conjugate root factors. However, it is possible to associate a minus sign with all such roots provided a minus sign is also associated with $k$ when the number of such roots is odd. Any such factor can then be expanded into a product of two factors which are conjugate for $p=j \omega$

$$
\begin{equation*}
-\left(p^{2}-\sigma_{\nu}^{2}\right)=\left[-\left(p-\sigma_{\nu}\right)\right]\left[p+\sigma_{\nu}\right] . \tag{169}
\end{equation*}
$$

This product is, of course, real and nonnegative for $p=j \omega$.
It can be concluded that Eq. (164) can be written as the product of two groups of factors that are conjugate on the imaginary axis of the $p$-plane. Because of this property, the two groups can be identified with the two polynomials ( $u_{2}+v_{2}$ ) and ( $u_{2}-v_{2}$ ). Each polynomial contains, as a multiplier, the constant $\sqrt{k}$ if $k$ is positive, or $\sqrt{-k}$ if $k$ is negative. The two conjugate factors resulting from any pair of conjugate $p_{v}^{2}$ roots (double real roots included) or from any single nonnegative real root can be placed arbitrarily in either polynomial. However, all the zeros of the polynomial $\left(u_{2}+v_{2}\right)$ must be in the left half plane since the function $\Gamma(p)$ must be regular in the right half plane and on the imaginary axis. Therefore, all the factors ( $p \pm p_{\nu}$ ) in which the real part of ( $\pm p_{\nu}$ ) is negative must be placed in the polynomial $\left(u_{2}+v_{2}\right)$, and all the other
factors, in which the real part of $\left( \pm p_{\nu}\right)$ is positive, are placed in the polynomial ( $u_{2}-v_{2}$ ). The real part of the $p$, can never be zero; that is, there cannot be any negative real root $p_{v}^{2}=-\omega_{\nu,}^{2}$, for then

$$
P\left(\omega^{2}\right)+Q^{2}(\omega)
$$

would vanish and $\left.\Gamma(j \omega)\right|^{2}$ would become infinite for $\omega=\omega_{p}$, contrary to the assumption made at the beginning of this discussion.

Equations (165), (168), and (169) ensure that the separation of the two polynomials can be performed. Therefore, the polynomial ( $u_{2}+v_{2}$ ) in the variable $p$ can be determined in all cases from the polynomial $P\left(\omega^{2}\right)+Q^{2}(\omega)$ by following the procedure outlined above. This procedure does not present any difficulty once the $p_{\nu}^{2}$ roots of

$$
P\left(-p^{2}\right)+Q^{2}(-j p)
$$

are known. The polynomial ( $u_{1}+v_{1}$ ) can be determined in the same manner from the function $P\left(\omega^{2}\right)$. In this case, however, the zeros of ( $u_{1}+v_{1}$ ) can be anywhere in the $p$-plane. It follows that the polynomials ( $u_{1}+v_{1}$ ) and ( $u_{2}+v_{2}$ ) can be separated in more than one way, and, therefore, the result is not unique. In most practical cases, however, all the zeros of $P\left(\omega^{2}\right)$ occur for real nonnegative values of $\omega^{2}$, that is, the real part of all $p_{v}$-roots is zero, and, therefore, the polynomial $\left(u_{1}+v_{1}\right)$ is unique.
9.15. Specification of a Network with a Prescribed Input Imped-ance.-It may be concluded that a physically realizable function $\Gamma(p)$ can be obtained in all cases from a power-loss function $P_{0} / P_{L}$ which satisfies the necessary conditions discussed before. It follows that these conditions are sufficient as well as necessary. The requirement on the regularity of $\Gamma(p)$ is automatically satisfied when the polynomial

$$
\left(u_{2}+v_{2}\right)
$$

is properly determined. The input impedance of the nondissipative network of Fig. 9.40 can be found readily from $\Gamma(p)$ by means of the equation

$$
\begin{equation*}
Z(p)=\frac{1+\Gamma(p)}{1-\Gamma(p)}=\frac{\left(u_{2}+v_{2}\right)+\left(u_{1}+v_{1}\right)}{\left(u_{2}+v_{2}\right)-\left(u_{1}+v_{1}\right)}=\frac{\left(u_{1}+u_{2}\right)+\left(v_{1}+v_{2}\right)}{\left(u_{2}-u_{1}\right)+\left(v_{2}-v_{1}\right)} \tag{170}
\end{equation*}
$$

For convenience, let

$$
\begin{array}{ll}
m_{1}=u_{2}+u_{1} & n_{1}=v_{2}+v_{1} \\
m_{2}=u_{2}-u_{1} & n_{2}=v_{2}-v_{1} \tag{172}
\end{array}
$$

so that $Z(p)$ can be written as

$$
\begin{equation*}
Z(p)=\frac{m_{1}+n_{1}}{m_{2}+n_{2}} \tag{173}
\end{equation*}
$$

At this juncture, further development depends on whether $Q(\omega)$ is even or odd. If it is assumed for the moment that $Q(\omega)=Q\left(-p^{2}\right)$ is an even function, the input impedance can be expressed in terms of the opencircuit and short-circuit impedances of the nondissipative network as

$$
\begin{equation*}
Z(p)=Z_{\mathrm{oc} 1} \frac{Z_{s c 2}+1}{Z_{o c 2}+1}=\frac{m_{1}+n_{1}}{m_{2}+n_{2}}=\frac{m_{1}}{n_{2}} \frac{\frac{n_{1}}{m_{1}}+1}{\frac{m_{2}}{n_{2}}+1} \tag{174}
\end{equation*}
$$

This equation leads to the identifications

$$
\begin{align*}
& Z_{o c 1}=\frac{m_{1}}{n_{2}}=\frac{u_{2}+u_{1}}{v_{2}-v_{1}}  \tag{175}\\
& Z_{r c 2}=\frac{n_{1}}{m_{1}}=\frac{v_{2}+v_{1}}{u_{2}+u_{1}}  \tag{176}\\
& Z_{o c 2}=\frac{m_{2}}{n_{2}}=\frac{u_{2}-u_{1}}{v_{2}-v_{1}} \tag{177}
\end{align*}
$$

The three open-circuit impedances $Z_{11}, Z_{12}, Z_{22}$ and the three short-circuit admittances $Y_{11}, Y_{12}, Y_{22}$ can be obtained without difficulty from Eqs. (175), (176), and (177). Thus,

$$
\begin{align*}
& Z_{11}=\frac{m_{1}}{n_{2}}=\frac{u_{2}+u_{1}}{v_{2}-v_{1}}, \quad Z_{22}=\frac{m_{2}}{n_{2}}=\frac{u_{2}-u_{1}}{v_{2}-v_{1}},  \tag{178}\\
& Z_{12}=\frac{\sqrt{m_{1} m_{2}-n_{1} n_{2}}}{n_{2}}=\frac{\sqrt{\left(u_{2}^{2}-u_{1}^{2}\right)-\left(v_{2}^{2}-v_{1}^{2}\right)}}{v_{2}-v_{1}}=\frac{Q\left(-p^{2}\right)}{v_{2}-v_{1}} ;  \tag{179}\\
& Y_{11}=\frac{m_{2}}{n_{1}}=\frac{u_{2}-u_{1}}{v_{2}+v_{1}}, \quad Y_{22}=\frac{m_{1}}{n_{1}}=\frac{u_{2}+u_{1}}{v_{2}+v_{1}},  \tag{180}\\
&-Y_{12}=\frac{\sqrt{m_{1} m_{2}-n_{1} n_{2}}}{n_{1}}=\frac{\sqrt{\left(u_{2}^{2}-u_{1}^{2}\right)-\left(v_{2}^{2}-v_{1}^{2}\right)}}{v_{2}+v_{1}}=\frac{Q\left(-p^{2}\right)}{v_{2}+v_{1}} . \tag{181}
\end{align*}
$$

It remains to be shown that the impedances and admittances defined above are separately physically realizable, and that they collectively satisfy the conditions of physical realizability for a two-terminal-pair reactive network. It can be shown by means of function theory that the ratio of the even part of either polynomial forming $Z(p)$ to the odd part of either polynomial behaves exactly like a reactance function. This property results from the fact that $Z(p)$ is a positive real function. It follows that all the driving-point impedances and admittances defined by Eqs. (175) to (181), inclusive, are physically realizable. The poles of the transfer impedance $Z_{12}$ and of the transfer admittance $Y_{12}$ coincide with poles of $Z_{11}$ and $Z_{22}$ and with the poles of $Y_{11}$ and $Y_{22}$, respectively. This property together with the fact that both numerators are even polynomials guarantees the physical realizability of $Z_{12}$ and $Y_{12}$. It
can be shown also that the residues $k_{11}, k_{22}, k_{12}$ of $Z_{11}, Z_{22}, Z_{12}$ for any one of their common poles satisfy identically the equation

$$
\begin{equation*}
k_{11} k_{22}-k_{12}^{2}=0 . \tag{182}
\end{equation*}
$$

This equation guarantees the physical realizability of the two-terminalpair reactive network defined by $Z_{11}, Z_{22}$, and $Z_{12}$. The same equation is satisfied by the residues of $Y_{11}, Y_{22}$, and $Y_{12}$.

It was pointed out, in connection with Eq. ${ }^{\text {F }}$ (157), that the polynomial $N\left(\omega^{2}\right)$ had to be the square of either an even or an odd polynomial $Q(\omega)$. Equations (179) and (181) justify this requirement since $\sqrt{N\left(\omega^{2}\right)}$ appears in the numerators of $Z_{12}$ and $Y_{12}$. Now $Z_{12}$ and $Y_{12}$ have beeri shown to be physically realizable if $Q(\omega)$ is an even polynomial, but this is not true if $Q(\omega)$ is an odd polynomial. In fact, the ratio of two odd polynomials is an even function and, therefore, cannot be physically realized as a transfer impedance or a transfer admittance. When $Q(\omega)$ is equal to $Q(-j p)$, an odd function, Eq. (174) may be manipulated in an alternative fashion to obtain

$$
\begin{equation*}
Z(p)=Z_{o c 1} \frac{Z_{s c s}+1}{Z_{o c 2}+1}=\frac{m_{1}+n_{1}}{m_{2}+n_{2}}=\frac{n_{1}}{m_{2}} \frac{\frac{m_{1}}{n_{1}}+1}{\frac{n_{2}}{m_{2}}+1} . \tag{183}
\end{equation*}
$$

The following identifications can be made:

$$
\begin{align*}
& Z_{o c 1}=\frac{n_{1}}{m_{2}}=\frac{v_{2}+v_{1}}{u_{2}-u_{1}},  \tag{184}\\
& Z_{s c 2}=\frac{m_{1}}{n_{1}}=\frac{u_{2}+u_{1}}{v_{2}+v_{1}},  \tag{185}\\
& Z_{o c 2}=\frac{n_{2}}{m_{2}}=\frac{v_{2}-}{u_{2}-\frac{v_{1}}{u_{1}} .} \tag{186}
\end{align*}
$$

Equations (178) to (181), inclusive, are then replaced by

$$
\begin{align*}
Z_{11} & =\frac{n_{1}}{m_{2}}=\frac{v_{2}+v_{1}}{u_{2}-u_{1}}, \quad Z_{22}=\frac{n_{2}}{m_{2}}=\frac{v_{2}-v_{1}}{u_{2}-u_{1}},  \tag{187}\\
Z_{12} & =\frac{\sqrt{n_{1} n_{2}-m_{1} m_{2}}}{m_{2}}=\frac{\sqrt{-Q^{2}(-j p)}}{u_{2}-u_{1}}=\frac{j Q(-j p)}{u_{2}-u_{1}} ;  \tag{188}\\
Y_{11} & =\frac{n_{2}}{m_{1}}=\frac{v_{2}-v_{1}}{u_{2}+u_{1}}, \quad Y_{22}=\frac{n_{1}}{m_{1}}=\frac{v_{2}+v_{1}}{u_{2}+u_{1}},  \tag{189}\\
-Y_{12} & =\frac{\sqrt{n_{1} n_{2}-m_{1} m_{2}}}{m_{1}}=\frac{\sqrt{-Q^{2}(-j p)}}{u_{2}+u_{1}}=\frac{j Q(-j p)}{u_{2}+u_{1}} . \tag{190}
\end{align*}
$$

The numerators of $Z_{12}$ and $Y_{12}$ are odd functions of $p$. It should be noted that the imaginary unit results from the fact that $Q(-j p)$ is an even function of $p$ multiplied by $-j p$. The denominators of $Z_{12}$ and $Y_{12}$ are even
functions of $p$. It follows that $Z_{12}$ and $Y_{12}$ are odd functions of $p$, and are, therefore, physically realizable. It can be shown that also in this case the residues of $Z_{11}, Z_{22}$, and $Z_{12}$ at any common pole satisfy Eq. (182). The same is true for the residues of $Y_{11}, Y_{22}$, and $Y_{12}$. It follows that the nondissipative network defined by Eqs. (187) to (190) is physically realizable.
9.16. Summary of the Method of Designing Reactive Networks with Specified Insertion Loss.-The major steps in the design of a reactive network with specified insertion loss are summarized below for the convenience of the reader.

1. The input impedance $Z(p)$ must be a rational meromorphic function which is positive real.
2. In order to satisfy Condition (1), the reflection coefficient $\Gamma(p)$ must be a rational meromorphic function, regular in the right half plane and satisfying the inequality

$$
\begin{equation*}
|\Gamma(p)| \leqq 1 \quad \text { for } \sigma \geqq 0 . \tag{191}
\end{equation*}
$$

3. Condition (2) can always be satisfied if

$$
\begin{equation*}
\frac{P_{0}}{\overline{P_{L}}}=1+\frac{M\left(\omega^{2}\right)}{N\left(\omega^{2}\right)}, \tag{192}
\end{equation*}
$$

where the polynomials $M$ and $N$ are nonnegative for real values of $\omega$.
4. If

$$
\begin{equation*}
N\left(\omega^{2}\right)=Q^{2}(\omega), \tag{193}
\end{equation*}
$$

then by writing

$$
\begin{equation*}
\Gamma(p)=\frac{u_{1}+v_{1}}{u_{2}+v_{2}}, \tag{194}
\end{equation*}
$$

where $u_{1}, u_{2}$ are even and $v_{1}, v_{2}$ are odd functions of $p$, it is possible to determine $\left(u_{1}+v_{1}\right)$ and ( $u_{2}+v_{2}$ ) from the roots of the polynomials $P\left(\omega^{2}\right)+Q^{2}(\omega)$ and $P\left(\omega^{2}\right)$, respectively.
5. Finally, from $u_{1}, v_{1}, u_{2}, v_{2}$ it is always possible to determine at least one set of open-circuit impedances (or short-circuit admittances) specifying a two-terminal-pair reactive network having the prescribed power-loss ratio $P_{0} / P_{L}$. Succeeding sections will discuss the appropriate selection of the power-loss-ratio function and the synthesis of the two-terminal-pair reactive network specified above. These steps will complete the solution of the original synthesis problem.

## SELECTION OF POWER-LOSS RATIOS

9.17. Selection of Polynomials $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$.-The selection of the polynomials $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$ depends on the purpose for which the
filter is designed. Moreover, practical considerations concerning the physical structure of the filter may place further requirements on the two polynomials. Microwave filters are designed, at present, to provide frequency discrimination without regard to transient response. It follows that the ratio $P_{L} / P_{0}$ must approximate unity in the pass band and zero in the attenuation band. Physical intuition tells one that the best function for this purpose is that for which all the minima in the pass band are equal and all the maxima in the attenuation band are equal. Moreover, it seems evident that there should be as many frequencies of zero loss ( $P_{L} / P_{0}=1$ ) and infinite loss $\left(P_{L} / P_{0}=0\right)$ as the degrees of the polynomials used permit. Since the zeros of $P\left(\omega^{2}\right)$ are evidently frequencies of zero loss and the zeros of $Q^{?}(\omega)$ are frequencies of infinite loss, it follows immediately that all the $\omega^{2}$ roots of $P\left(\omega^{7}\right)$ and $Q^{2}(\omega)$ should be real and nonnegative. Fortunately it turns out, as will be shown later, that this condition guarantees that the network will be physically realizable in the convenient form of a ladder structure. The numbers of zeros of $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$, that is, the degrees of the polynomials, can be specified independently. Therefore, it seems logical to consider first the case of $Q^{2}(\omega)=1$. The case of $P\left(\omega^{2}\right)=1$ can be treated in a similar manner. If $Q^{2}(\omega)=1$, the loss can be infinite only for $\omega=\infty$, when $P\left(\omega^{2}\right)$ becomes infinite. All the zeros of the polynomial $P\left(\omega^{2}\right)$, on the other hand, must be in the pass band and must be separated by equal maxima. These requirements can be met by using Tchebysheff polynomials of the first kind, properly modified for this purpose.
9.18. Tchebysheff Pass-band Behavior.-Consider the function

$$
\begin{equation*}
T_{n}(\omega)=\cos \left(n \cos ^{-1} \omega\right)=\operatorname{Re}\left[\left(\omega+j \sqrt{1-\omega^{2}}\right)^{n}\right] \tag{195}
\end{equation*}
$$

This function oscillates between -1 and 1 as $\omega$ is increased from -1 to 1 . At the two ends of this band,

$$
\begin{align*}
T_{n}(1) & =1,  \tag{196}\\
T_{n}(-1) & =\left\{\begin{aligned}
-1 & \text { for } n \text { odd. } \\
1 & \text { for } n \text { even. }
\end{aligned}\right\}
\end{align*}
$$

The $n$ zeros of $T_{n}(\omega)$ occur for $|\omega|<1$. When $|\omega|>1, \cos ^{-1} \omega$ is imaginary, and the magnitude of $T_{n}(\omega)$ becomes larger than unity and, in fact, approaches infinity as the $n$th power of $\omega$.

The right-hand side of Eq. (195) can be expanded in the form of a polynomial for integral values of $n$. The recurrence formula

$$
\begin{equation*}
T_{n+1}=2 \omega T_{n}-T_{n-1} \tag{197}
\end{equation*}
$$

provides an alternate method of obtaining the same polynomials. Table $9 \cdot 3$ gives these polynomials for values of $n$ from 1 to 8 . The polynomials $T_{3}(\omega)$ and $T_{4}(\omega)$ are plotted in Fig. 9-42.

Table 9.3.-Tchebysheff Polynomials
$T_{1}(\omega)=\omega$.
$T_{2}(\omega)=2 \omega^{2}-1$.
$T_{3}(\omega)=4 \omega^{3}-3 \omega$.
$T_{4}(\omega)=8 \omega^{4}-8 \omega^{2}+1$.
$T_{5}(\omega)=16 \omega^{5}-20 \omega^{3}+5 \omega$.
$T_{6}(\omega)=32 \omega^{6}-48 \omega^{4}+18 \omega^{2}-1$.
$T_{7}(\omega)=64 \omega^{7}-112 \omega^{5}+56 \omega^{3}-7 \omega$.
$T_{8}(\omega)=128 \omega^{8}-256 \omega^{6}+160 \omega^{4}-32 \omega^{2}+1$.
The $T_{n}(\omega)$ functions, when squared and multiplied by an arbitrary positive constant $h^{2}$, provide polynomials suitable for use as $P\left(\omega^{2}\right)$ in the


Fig. 9.42.-Plots of the functions $T_{3}(\omega)$ and $T_{4}(\omega)$.
case of low-pass filters. In fact, $h^{2} T_{n}^{2}(\omega)$ is an even polynomial whose value oscillates between zero and $h^{2}$ in the band $-1<\omega<1$. All the $\omega^{2}$ roots are real and positive since they coincide with the $n$ roots

$$
T_{n}(\omega)=0 .
$$

The power-loss ratio and the square of the magnitude of the reflection coefficient are then

$$
\begin{align*}
\frac{P_{0}}{P_{L}} & =1+P\left(\omega^{2}\right)=1+h^{2} T_{n}^{2}(\omega),  \tag{198}\\
|\Gamma(j \omega)|^{2} & =\frac{P\left(\omega^{2}\right)}{1+P\left(\omega^{2}\right)}=\frac{h^{2} T_{n}^{2}(\omega)}{1+h^{2} T_{n}^{2}(\omega)} . \tag{199}
\end{align*}
$$

The functions $T_{3}^{22}$ and $T_{4}^{2}$ are plotted in Fig. 9•43. The tolerance of the power-loss ratio $P_{0} / P_{L}$ in the pass band is

$$
\begin{equation*}
\varepsilon^{2}=h^{2} \tag{200}
\end{equation*}
$$

For small values of $h^{2}$, the maximum insertion loss in the pass band is approximately

$$
\begin{equation*}
L_{\max } \approx 4.23 h^{2} \tag{201}
\end{equation*}
$$

For large values of $\omega$, the power ratio approaches the asymptotic value


I ig. 9.43.-Plots of the functions $T_{3}{ }^{2}(\omega)$ and $T_{4}{ }^{2}(\omega)$.

$$
\begin{equation*}
\left[\frac{P_{0}}{P_{L}}\right]_{\infty} \approx \frac{h^{2}}{4}(2 \omega)^{2 n} \tag{202}
\end{equation*}
$$

It follows that the ratio of this asymptotic value to the tolerance in the pass band is independent of $h^{2}$ since

$$
\begin{equation*}
\frac{1}{\varepsilon^{2}}\left[\frac{P_{0}}{P_{L}}\right]_{\infty}=\frac{1}{4}(2 \omega)^{2 n} \tag{203}
\end{equation*}
$$

Thus, the tolerance in the pass band can be improved only at the expense of the loss in the attenuation band, or vice versa. The integer $n$ may be considered as an over-all figure of merit of the filter. It can be shown that no polynomial $P\left(\omega^{2}\right)$ of $2 n$ degree in $\omega$ can lead to a ratio

$$
\frac{1}{\varepsilon^{2}}\left[\frac{P_{0}}{P_{L}}\right]_{\infty}
$$

larger than $\frac{1}{4}(2 \omega)^{2 n}$.
Once $P\left(\omega^{2}\right)$ is chosen, its zeros must be found together with the zeros of the polynomial $1+P\left(\omega^{2}\right)$, as required by Eqs. (162) and (163). Fortunately, Eq. (195), which defines the function $T_{n}(\omega)$, permits a direct determination of these zeros. The double zeros of $h^{2} T_{n}^{2}(\omega)$ occur for

$$
\begin{equation*}
n \cos ^{-1} \omega=\left(\frac{\pi}{2}+m \pi\right) \quad(m=0,1,2, \cdots, n-1) \tag{204}
\end{equation*}
$$

that is, for

$$
\begin{equation*}
\omega=-j p=\cos \left(\frac{\pi}{2 n}+\frac{m}{n} \pi\right) \tag{205}
\end{equation*}
$$

The zeros of $1+h^{2} T_{n}^{2}(\omega)$ occur for

$$
\begin{equation*}
\cos \left(n \cos ^{-1} \omega\right)= \pm j \frac{1}{h} \tag{206}
\end{equation*}
$$

that is, for
$n \cos ^{-1} \omega=\left(\frac{\pi}{2}+m \pi\right)-j \sinh ^{-1}\left( \pm \frac{1}{h}\right) \quad(m=0,1,2, \cdots, n-1) ;$
or

$$
\begin{equation*}
\omega=\cos \left[\left(\frac{\pi}{2 n}+\frac{m}{n} \pi\right)-j \frac{1}{n} \sinh ^{-1}\left( \pm \frac{1}{h}\right)\right] . \tag{207}
\end{equation*}
$$

9.19. Tchebysheff Behavior in the Attenuation Band.-The case of $P\left(\omega^{2}\right)=1$ can be treated in the same manner, and leads to Tchebysheff behavior in the attenuation band. The polynomial $h T_{n}(\omega)$ can be identified with $Q(\omega)$ so that the power ratio becomes

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{1}{Q^{2}(\omega)}=1+\frac{1}{h^{2} T_{n}^{2}(\omega)} . \tag{209}
\end{equation*}
$$

The corresponding expression for the square of the magnitude of the reflection coefficient is

$$
\begin{equation*}
|\Gamma(j \omega)|^{2}=\frac{1}{1+Q^{2}(\omega)}=\frac{1}{1+h^{2} T_{n}^{2}(\omega)} . \tag{210}
\end{equation*}
$$

The function $h^{2} T_{n}^{2}(\omega)$ is small for $|\omega|<1$ and large for $|\omega|>1$ so that the ratio $P_{0} / P_{L}$ approximates unity at high frequencies. The filter having such a power-loss ratio is, therefore, of the high-pass type. The zeros of $T_{n}^{2}(\omega)$ yield peaks of infinite loss; $P_{0} / P_{L}$ on the other hand approaches unity at high frequencies when $h^{2} T_{n}^{2}(\omega)$ approaches infinity. The minima of $P_{0} / P_{L}$ for $|\omega|<1$ are all equal to the value of the ratio for $\omega=1$.

$$
\begin{equation*}
\left[\frac{P_{0}}{P_{L}}\right]_{\omega=1}=1+\frac{1}{h^{2}}=1+\frac{1}{\varepsilon^{2}} . \tag{211}
\end{equation*}
$$

A low-pass filter may be derived from the high-pass filter by following the procedure discussed in Sec. 9•8, or by substituting $-1 / \omega^{\prime}$ for $\omega$ in Eq. (209) to obtain

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{1}{Q^{2}\left(-\frac{1}{\omega^{\prime}}\right)}=1+\frac{1}{h^{2} T_{n}^{2}\left(-\frac{1}{\omega^{\prime}}\right)} \tag{212}
\end{equation*}
$$

Consider now the case in which both $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$ differ from unity, that is, the case in which there are several frequencies of infinite loss as well as several frequencies of perfect transmission. The desired type of behavior for the insertion loss is shown in Fig. 9•44. Consider the function

$$
\begin{equation*}
F\left(\omega^{2}\right)=\frac{P\left(\omega^{2}\right)}{Q^{2}(\omega)}=h^{2} \frac{\left(\omega_{1}^{2}-\omega^{2}\right)^{2}\left(\omega_{3}^{2}-\frac{\omega^{2}}{}\right)^{2} \cdots\left(\omega_{2 n-1}^{2}-\omega^{2}\right)^{2}}{\left(1-\omega_{1}^{2} \omega^{2}\right)^{2}\left(1-\omega_{3}^{2} \omega^{2}\right)^{2} \cdots\left(1-\omega_{2 n-1}^{2} \omega^{2}\right)^{2}} \tag{213}
\end{equation*}
$$

which satisfies the conditions of physical realizability for arbitrary positive real values of the $\omega_{v}^{2}$; it can be shown that this function has the desired Tchebysheff behavior in the attenuation band as well as in the pass band if the $\omega_{\nu}^{2}$ are chosen as follows:

$$
\begin{equation*}
\omega_{\nu}^{2}=k s n^{2}\left(\frac{\nu K}{2 n}\right) \tag{214}
\end{equation*}
$$

where $k$ is a positive real constant smaller than unity. The function $s n(u)$ is the Jacobean elliptic function ${ }^{7}$ of modulus $k$ defined by the two equations

$$
\begin{equation*}
u=\int_{0}^{\operatorname{sn}(u)=\sin \phi} \frac{d \xi}{\sqrt{1-k^{2} \sin ^{2} \xi}} . \tag{215}
\end{equation*}
$$

The constant $K$ is the complete elliptic integral of modulus $k$ defined by

$$
\begin{equation*}
K=\int_{0}^{\pi / 2} \frac{d \xi}{\sqrt{1-k^{2} \sin ^{2} \xi}} \tag{217}
\end{equation*}
$$

The insertion loss corresponding to the function defined by Eq. (213) is sketched for $n=2$ in Fig. 9-44a. The maxima in the pass band ( $\omega<1$ ) are equal to the value of the function for $\omega=\sqrt{k}$.

$$
\begin{equation*}
\varepsilon_{p}^{2}=F(k)=F(0)=h^{2}\left[\omega_{1} \omega_{3} \cdots \omega_{2 n-1}\right]^{4} . \tag{218}
\end{equation*}
$$

The minima in the attenuation band are all equal to

$$
\begin{equation*}
\frac{1}{\varepsilon_{a}^{2}}=\frac{h^{4}}{\varepsilon_{p}^{2}} \tag{219}
\end{equation*}
$$

since

$$
\begin{equation*}
\frac{1}{h^{2}} F\left(\omega^{2}\right)=\frac{h^{2}}{F\left(\omega^{-2}\right)} \tag{220}
\end{equation*}
$$

It follows from Eqs. (218) and (219) that the product $\varepsilon_{a}^{2} \varepsilon_{p}^{2}$ is fixed by the value of $n$, that is, by the degree of $P\left(\omega^{2}\right)$ and $Q^{2}(\omega)$. Thus,

$$
\begin{equation*}
\varepsilon_{a}^{2} \varepsilon_{p}^{2}=\left[\omega_{1} \omega_{3} \cdots \omega_{2 n-1}\right]^{4} \tag{221}
\end{equation*}
$$


(a)

(b)

Fia. 9.44.-Plots of the insertion-loss functions corresponding to $F\left(\omega^{2}\right)$ and $F^{\prime}\left(\omega^{2}\right)$.

The value of $k$ determines the width of the transition region between pass band and attenuation band. The width of this region is

$$
\begin{equation*}
\Delta \omega=\frac{1}{\sqrt{k}}-\sqrt{k}=\frac{1-k}{\sqrt{k}} . \tag{222}
\end{equation*}
$$

Evidently, a large value of $k$ results in a sharp cutoff. When $k$ approaches unity, however, $\omega_{\nu}$ approaches $k$, and consequently the product $\varepsilon_{a}^{2} \varepsilon_{p}^{2}$ also approaches unity. Since this product is a measure of the tolerance in both bands, it can be concluded that, for a given $n$, the rate of cutoff cannot be increased indefinitely except at the expense of increased tolerances. In addition to this theoretical limitation on the choice of $k$, there are certain practical limitations. First, the incidental dissipation is particularly effective in reducing the peaks of attenuation when such peaks are close to cutoff. In the second place, the adjustment of the filter elements is very critical when $k$ is large. These factors should be taken into consideration in any practical design.

The function $F\left(\omega^{2}\right)$ whose corresponding insertion-loss function is sketched in Fig. $9 \cdot 44 a$ is the square of an even function of $\omega$. On the other hand, the function $F^{\prime}\left(\omega^{2}\right)$ that corresponds to the insertion-loss function sketched in Fig. $9 \cdot 44 b$ is the square of an odd function of $\omega$. Let, then,

$$
\begin{equation*}
F^{\prime}\left(\omega^{2}\right)=h^{2} \frac{\omega^{2}\left(\omega_{2}^{2}-\omega^{2}\right)^{2}\left(\omega_{4}^{2}-\omega^{2}\right)^{2} \cdots\left(\omega_{2 n}^{2}-\omega^{2}\right)^{2}}{\left(1-\omega_{2}^{2} \omega^{2}\right)^{2}\left(1-\omega_{4}^{2} \omega^{2}\right)^{2} \cdots\left(1-\omega_{2 n}^{2} \omega^{2}\right)^{2}} . \tag{223}
\end{equation*}
$$

This function is seen to satisfy the conditions of physical realizability. Tchebysheff behavior can be obtained by choosing the $\omega_{\nu}^{2}$ as follows:

$$
\begin{equation*}
\omega_{\nu}^{2}=k s n^{2} \frac{\nu K}{2 n+1} . \tag{224}
\end{equation*}
$$

Figure $9 \cdot 44 b$ is a sketch of the insertion loss corresponding to $F^{\prime}\left(\omega^{2}\right)$ for $n=2$.

The maximum values of $F^{\prime}\left(\omega^{2}\right)$ for $|\omega|<1$ are all equal to $F^{\prime}(k)$ and are given by

$$
\begin{equation*}
\varepsilon_{p}^{2}=F^{\prime}(k)=h^{2} k\left[\omega_{1} \omega_{3} \omega_{5} \cdots \omega_{2 n-1}\right]^{4}, \tag{225}
\end{equation*}
$$

since

$$
\begin{equation*}
\frac{\omega_{\nu}^{2}-k^{2}}{1-\omega_{\nu}^{2} k}=k^{2} s n^{4}\left[\frac{(2 n+1-\nu) K}{2 n+1}\right] . \tag{226}
\end{equation*}
$$

The minimum values of $F^{\prime}\left(\omega^{2}\right)$ for $|\omega|>1$ are all equal to $F^{\prime \prime}(1 / k)$ and are given by the expression

$$
\begin{equation*}
\frac{1}{\varepsilon_{G}^{2}}=F^{\prime}\left(\frac{1}{k}\right)=\frac{h^{4}}{\bar{F}^{\prime}(k)}=\frac{h^{2}}{k\left[\omega_{1} \omega_{3} \cdot \cdots \omega_{2 n-1}\right]^{4}} . \tag{227}
\end{equation*}
$$

It follows that the product $\varepsilon_{p}^{2} \varepsilon_{a}^{2}$ is independent of $h$. Thus,

$$
\begin{equation*}
\varepsilon_{p}^{2} \varepsilon_{a}^{2}=k^{2}\left[\omega_{1} \omega_{3} \omega_{5} \cdots \omega_{2 n-1}\right]^{8} . \tag{228}
\end{equation*}
$$

Since the considerations on the value of $k$ made in connection with $F\left(\omega^{2}\right)$ apply also to the case of $F^{\prime}\left(\omega^{2}\right)$, no further discussion is required.

The zeros of the polynomial $P\left(\omega^{2}\right)$ are the $\omega_{\nu}^{2}$ appearing in the numerators of $F\left(\omega^{2}\right)$ and $F^{\prime}\left(\omega^{2}\right)$. The determination of the zeros of

$$
P\left(\omega^{2}\right)+Q^{2}(\omega),
$$

that is, of the roots of the equations

$$
\begin{equation*}
F\left(\omega^{2}\right)+1=0, \quad F^{\prime}\left(\omega^{2}\right)+1=0 \tag{229}
\end{equation*}
$$

does not present any serious difficulty. The procedure, however, involves the use of certain properties of elliptic functions which, for the sake of brevity, cannot be discussed here. The reader is referred to the original paper by Darlington ${ }^{4}$ or any standard treatise on elliptic functions. ${ }^{7}$

## PHYSICAL REALIZATION OF SPECIFIED REACTIVE NETWORKS

9.20. Properties of Ladder Networks.-The next step in the design of a filter is the determination of a two-terminal-pair reactive network whose impedances $Z_{11}, Z_{22}$, and $Z_{12}$ or admittances $Y_{11}, Y_{22}$, and $Y_{12}$ are specified. Such a network can be obtained without difficulty in the form of a canonic T- or II-structure. ${ }^{5}$ In practice, however, the branches of these structures are very difficult to construct, particularly in the case of microwave filters. Darlington ${ }^{4}$ of the Bell Telephone Laboratories has developed a general method of synthesis that permits the realization of the network in the form of a cascade of a number of sections, each of which corresponds to a pair of conjugate zeros of $Z_{12}$ or $Y_{12}$. Such a cascade structure turns out to be satisfactory in most practical cases. Darlington's general method of synthesis, however, is not discussed here because most microwave filters fall in a special class for which the synthesis procedure is considerably simpler. In general, it is desired to have as many peaks of infinite loss as possible for a given number of elements. These finite frequencies at which the loss is infinite are the zeros of $Q(\omega)$ and, therefore, are also the zeros of $Z_{12}$ and $Y_{12}$. Under these circumstances, that is, when the zeros of $Z_{12}$ and $Y_{12}$ occur for finite imaginary values of $p$, the filter can be realized as a simple ladder structure.

Consider the ladder structure shown in Fig. $9 \cdot 45$. Let $Z_{11}^{\prime}, Z_{22}^{\prime}, Z_{12}^{\prime}$ be its open circuit impedances. It can be shown that all the zeros of $Z_{12}^{\prime}$ are at real frequencies which coincide with the resonance frequencies of the shunt branches. Furthermore, $Z_{11}^{\prime}, Z_{22}^{\prime}$, and $Z_{12}^{\prime}$ have the same poles, at finite frequencies, and the residues at these poles satisfy the equation

$$
\begin{equation*}
k_{11} k_{22}-k_{12}^{2}=0 \tag{230}
\end{equation*}
$$

This equation is also satisfied by the residues at the internal poles of $Z_{11}, Z_{22}$, and $Z_{12}$ for the network to be synthesized. This fact does not mean that the internal poles of $Z_{11}, Z_{22}$, and $Z_{12}$ must always coincide, for Eq. (230) can be satisfied if $k_{22}=k_{12}=0$ while $k_{11} \neq 0$. However, if it is assumed for the moment that all the finite poles of $Z_{11}, Z_{22}$, and $Z_{12}$ do coincide, and furthermore that it is possible to design a structure of the type shown in Fig. $9 \cdot 45$ for which $Z_{11}^{\prime}=Z_{11}$ and the zeros of $Z_{12}^{\prime}$ coincide with the zeros of $Z_{12}$, it follows that $Z_{12}$ and $Z_{12}^{\prime}$ must also have coincident poles, and, therefore, can differ only by a constant multiplier which can be made equal to unity by a proper choice of the value of $a$. If $Z_{12}=Z_{11}^{\prime}$ and $Z_{12}=Z_{12}^{\prime}$, the residues at the internal poles of $Z_{22}^{\prime}$ must be equal to the residues at the poles of $Z_{22}$ since the residues for both sets of impedances satisfy Eq. (230). The elements $C_{2 n+1}$ and $L_{2 n+1}$ which control the behavior of $Z_{22}^{\prime}$ at infinity and at the origin can be adjusted to make $Z_{22}^{\prime}=Z_{22}$ without changing $Z_{12}^{\prime}$ and $Z_{11}^{\prime}$. The assumption that $Z_{11}, Z_{22}$, and $Z_{12}$ have coincident poles at finite frequencies can now be


Fig. 9-45.-A simple ladder structure.
eliminated. In fact, all the terms of the partial fraction expansion of $Z_{11}$ that correspond to poles not common to the other two impedances can be lumped together in any convenient form as a reactance in series with the input terminals. This series reactance does not change either $Z_{22}$ or $Z_{12}$. The same procedure can be followed in the case of the poles of $Z_{22}$ that are not common to $Z_{11}$ and $Z_{12}$. In most practical cases, however, the original assumption concerning the poles of the $Z$ 's is satisfied.
9.21. Determination of Ladder Elements.-The synthesis of the network has now been reduced to the problem of finding a ladder structure whose input impedance equals $Z_{11}$ and whose shunt branches resonate at the zeros of $Z_{12}$. It can be shown that it is always possible to design such a ladder structure, provided the conditions assumed above are satisfied. Some of the series inductances may turn out to be negative. However, it is always possible to eliminate them by using coupled coils as shown in Fig. 9.46. Fortunately, in most practical cases, this situation does not arise. For further discussion of this point, the reader is referred to Darlington's original paper. ${ }^{4}$

The actual synthesis of $Z_{11}$ can be performed in the following manner. Let $\pm \omega_{2}, \pm \omega_{4}, \pm \omega_{6}, \cdots, \pm \omega_{2 n}$ be the zeros of $Z_{12}$. Subtract from $Z_{11}$
a reactance equal to the value of $Z_{11}$ for $\omega=\omega_{2}$. Use this reactance (realized in a manner consistent with the behavior of $Z_{11}$ at $\omega=0$ and $\omega=\infty$ ) as the first series branch of the ladder structure. The remainder $Z_{11}^{11}$ has zeros for $\omega= \pm \omega_{2}$. Subtract from the partial fraction expansion of $1 / Z_{11}^{(1)}$ the term corresponding to the pair of poles at $\omega= \pm \omega_{2}$. This term is the admittance of the resonant branch $L_{2}, C_{2}$. Let the inverse of the remainder be $Z_{11}^{(2)}$. Subtract from $Z_{11}^{(2)}$ the reactance $j \omega L_{3}$ so that the remainder $Z_{11}^{(3)}$ has a pair of zeros coincident with the pair of zeros $\pm \omega_{4}$ of $Z_{12}$. Eliminate these zeros by subtracting from the expansion of $1 / Z_{11}^{3}$ the term corresponding to the poles at $\omega= \pm \omega_{4}$. The same operation is repeated on $Z_{1}^{(4)}$, the inverse of the remainder, and so on, until all the zeros of $Z_{12}$ have been used. At this point, the synthesis of $Z_{11}$ has been completed, and the remainder must be zero.

Some of the zeros of $Z_{12}$ may occur for $\omega=\infty$. Since $Z_{12}$ is an odd function of $\omega$, the multiplicity of the zero at infinity must be odd. Let it be, for instance, $2 m-1$. In this case the ladder has $m$ purely

(a)
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Fig. 9.46.-Elimination of negative inductances by use of coupled coils. capacitive shunt branches. The same thing can be said about the zeros of $Z_{12}$ for $\omega=0$, except that in this case the shunt branches become purely inductive.

The special case in which all the zeros of $Z_{12}$ occur at infinity is particularly important. If there are no internal zeros of $Z_{12}$, the polynomial $Q(\omega)$ must be a constant. The determination of the ladder structure reduces to a continuous fraction expansion of $Z_{11}$, that is, to a realization of $Z_{11}$ in the well-known Cauer form

$$
\begin{equation*}
Z_{11}=p L_{1}+\frac{1}{p C_{2}+\frac{1}{p L_{3}+}} \tag{231}
\end{equation*}
$$

$$
+\frac{1}{p C_{n}}
$$

All the inductances in the shunt branches vanish and the capacitances $C_{1}$ and $C_{n+1}$ are short-circuited. The inductance $L_{n+1}$ is determined from the behavior at infinity of $Z_{22}$, and the ratio $a$ of the ideal transformer from the constant multiplier of either $\boldsymbol{Z}_{12}$ or $\boldsymbol{Z}_{22}$. In this case all the elements of the ladder are positive and no difficulty is encountered. Obviously he impedance $Z_{22}$ can be expanded into a continued fraction instead of
$Z_{11}$. The two expansions must lead to the same ladder, and, therefore, they provide a convenient method of checking the final results. It is also possible to expand into a continued fraction the input (or output) impedance of the network terminated in 1-ohm resistance. This method of synthesis must also lead to the same network obtained by expanding either $Z_{11}$ or $Z_{22}$.

Most practical filters turn out to be of either the symmetrical or the reciprocal-impedance type. For a symmetrical filter $Z_{11}=Z_{22}, Y_{11}=Y_{22}$, whereas for a reciprocal impedance filter $Z_{11}=Y_{22}, Y_{11}=Z_{22}$. A symmetrical filter consists of two identical sections connected in cascade back-to-back. A reciprocal impedance filter, on the other hand, consists of two dual sections connected in cascade back-to-back. It is obvious that a priori knowledge of such properties facilitates the synthesis of the network.


Fig. 9.47.-Dual of ladder structure shown in Fig. 9•45.
First will be considered the case where $Q(\omega)$ is an even polynominal. Equations (178) and (179) show that for a symmetrical network

$$
\begin{equation*}
m_{1}=m_{2}, \quad n_{1}=0 . \tag{232}
\end{equation*}
$$

It follows from Eq. (162) that $P\left(\omega^{2}\right)$ must be the square of an odd function of $\omega$. Reciprocal impedance networks are obtained, on the other hand, when

$$
\begin{equation*}
n_{1}=n_{2}, \quad v_{1}=0 \tag{233}
\end{equation*}
$$

$P\left(\omega^{2}\right)$ is then the square of an even function of $\omega$. The attention of the reader is called to the fact that all the loss functions considered in Secs. $9 \cdot 18$ and $9 \cdot 19$ correspond to either symmetrical or reciprocal filters.

When $Q(\omega)$ is an odd polynomial, the situation is reversed. Symmetrical filters are obtained when $P\left(\omega^{2}\right)$ is the square of an even function, and reciprocal impedance filters are obtained when $P\left(\omega^{2}\right)$ is the square of an odd function.

The synthesis procedure discussed above is based on the open-circuit impedances $Z_{11}, Z_{12}$, and $Z_{22}$. It is evident that a dual procedure can be followed which is based on the short-circuit admittances $Y_{11}, Y_{12}$, and $Y_{22}$. The ladder structure resulting from this procedure is shown in Fig. $9 \cdot 47$. The details of the procedure can be obtained from the previous discussion by substituting admittance for impedance, short circuit for open circuit, series for shunt, capacitance for inductance, and vice versa. The zeros of $Y_{12}$, for instance, correspond to the resonance frequencies of
the series branches. Both procedures become identical when all the zeros of $Z_{12}$ and $Y_{12}$ occur at $\omega=\infty$, that is, when $Q(\omega)$ is a constant. In all other cases, one procedure is preferable to the other, but the resulting networks are not identical. Furthermore, in some cases, namely, in the case of reciprocal networks, it may be convenient to develop part of the network by one procedure, and the rest of the network by the other procedure. As a final remark, it should be pointed out that reciprocal networks, that is, networks for which $Y_{11}^{\prime}=Z_{11}, Y_{22}^{\prime}=Z_{22}$ and $Y_{12}^{\prime}=Z_{12}$ have the same insertion loss when terminated in 1 -ohm resistances.

## EFFECT OF INCIDENTAL DISSIPATION ON FILTER CHARACTERISTICS

The methods of design discussed in the preceding sections are limited to nondissipative networks. In practice, since a small amount of dissipation is always present, the actual behavior of a filter differs somewhat from the behavior predicted theoretically on the assumption that the network is purely reactive. The two main effects of incidental dissipation are the introduction of a small but finite loss in the pass band and the rounding-off of the peaks of infinite loss in the attenuation band. The approximate effect of incidental dissipation can be computed without difficulty in most practical cases. In some cases it is even possible to modify the design of the network so that the incidental dissipation is taken into account, to a first approximation.
9.22. Analysis of Uniformly Dissipative Networks.-In most practical filters, the losses can be assumed to be uniformly distributed. In other words, if a series resistance $R$ is associated with any inductance $L$ and a shunt conductance $G$ with any capacitance $C$, the ratios $R / L$ and $G / C$ are approximately equal for all elements. If the two ratios are equal, the computation of the effect of incidental dissipation is simplified by the substitution

$$
\begin{equation*}
\frac{R}{L}=\frac{G}{C}=\delta . \tag{234}
\end{equation*}
$$

In terms of this quantity, the impedance of any dissipative inductance $L$ and the admittance of any dissipative capacitance $C$ become

$$
\begin{align*}
& Z_{L}=R+j \omega L=(\delta+j \omega) L,  \tag{235}\\
& Y_{C}=G+j \omega C=(\delta+j \omega) C . \tag{236}
\end{align*}
$$

If the complex variable $p=\sigma+j \omega$ is substituted for $j \omega$, these equations become

$$
\begin{align*}
& Z_{L}=(p+\delta) L,  \tag{237}\\
& Y_{C}=(p+\delta) C . \tag{238}
\end{align*}
$$

Consider any analytic function of the complex variable $p$ characterizing the behavior of a nondissipative network, namely a driving-point
impedance $Z(p)$. If dissipation is introduced uniformly so that Eq. (234) is satisfied, the reactance of any inductance $p L$ and the susceptance of any capacitance $p C$ are given simply by Eq. (237) and Eq. (238), respectively. Since $Z(p)$ depends on $p$ only through the reactances and the susceptances of the individual elements of the network, the impedance $Z_{\delta}(p)$ of the dissipative network can be obtained from $Z(p)$ by substituting $p+\delta$ for $p$. Thus,

$$
\begin{equation*}
Z_{\delta}(p)=Z(p+\delta) \tag{239}
\end{equation*}
$$

It follows that the impedance of a uniformly dissipative network at any real frequencies ( $p=j \omega$ ) is equal to the impedance of the nondissipative network at the complex frequency


Fig. 9.48.-Circle of convergence for Taylor series approximating a dissipative impedance.

$$
\begin{equation*}
p=\delta+j \omega \tag{240}
\end{equation*}
$$

To estimate $Z_{\delta}(j \omega)$, the function $Z(p+\delta)$ is expanded in a Taylor series about the point $p$ as follows:

$$
\begin{equation*}
Z_{\delta}(p)=Z(p+\delta)=Z(p)+\frac{d Z}{d p} \delta+\frac{1}{2} \frac{d^{2} Z}{d p^{2}} \delta^{2}+\cdots \tag{241}
\end{equation*}
$$

For $p=j \omega, Z(p)$ is a pure reactance;

$$
\begin{equation*}
Z(p)=j X(\omega) . \tag{242}
\end{equation*}
$$

Substituting Eq. (242) in Eq. (241), it is found that
$Z_{\delta}(j \omega)=Z(\delta+j \omega)=j X(\omega)+\frac{d X(\omega)}{d \omega} \delta-j \frac{1}{2} \frac{d^{2} X(\omega)}{d \omega^{2}} \delta^{2}+\cdots$.
This Taylor series converges uniformly only within a circle centered at $j \omega$ (in the complex $p$-plane) whose radius equals the distance from $j \omega$ to the nearest singularity as shown in Fig. 9•48. In other words, the series cannot be used in the vicinity of a pole. However, this difficulty can be overcome easily by using the Taylor expansion of

$$
Y_{\delta}(p)=Y(p+\delta)=\frac{1}{Z(p+\delta)}
$$

which has a zero where $Z(p+\delta)$ has a pole. Then, for $p=j \omega$,

$$
\begin{equation*}
Y(p)=j B(\omega) \tag{244}
\end{equation*}
$$

and consequently,

$$
\begin{equation*}
Y ;(j \omega)=Y(\delta+j \omega)=j B(\omega)+\frac{d B(\omega)}{d \omega} \delta-j \frac{1}{2} \frac{d^{2} B(\omega)}{d \omega^{2}} \delta^{2}+\cdots . \tag{245}
\end{equation*}
$$

When the Taylor series converges uniformly and $\delta \ll \omega$, the values of $Z_{s}(j \omega)$ and $Y_{s}(j \omega)$ are given to a good approximation by the first two or, at most, the first three terms of the series.

Consider now the case of dissipative networks for which the ratio $R / L$ is the same for any $L$, and the ratio $G / C$ is the same for any $C$ but $\frac{R}{L} \neq \frac{G}{C}$. Let

$$
\begin{equation*}
\delta=\frac{1}{2}\left(\frac{R}{L}+\frac{G}{C}\right) . \tag{246}
\end{equation*}
$$

It can be shown that if

$$
\begin{equation*}
\frac{1}{2}\left|\frac{R}{\omega L}-\frac{G}{\omega C}\right| \ll 1 \tag{247}
\end{equation*}
$$

the impedance of the dissipative network is still given, to a good approximation, by Eq. (239) and, therefore, by the Taylor series of Eq. (243). The same is true for the admittance or any other analytic function of the complex variable $p$. It should be noted, however, that power ratios and magnitudes of functions of $p$ are not, in general, analytic functions of $p$.
9.23. Effect of Dissipation on Pass-band Characteristics.- Some of the most important applications of these formulas to the determination of the effects of incidental dissipation on the behavior of filters will now be discussed. First will be considered the case of filters designed by means of the image-parameter method. The propagation function $\gamma=\alpha+j \beta$ is imaginary in the pass band and is an analytic function of $p$. Equation (243) may be used directly to study the effect of incidental dissipation in the pass band by substituting $\beta(\omega)$ for $X(\omega)$ and, of course, $\gamma_{\delta}(j \omega)$ for $Z_{\delta}(j \omega)$. Then

$$
\begin{equation*}
\gamma_{\delta}(j \omega)=\gamma(\delta+j \omega)=j \beta(\omega)+\frac{d \beta(\omega)}{d \omega} \delta+\cdots \tag{248}
\end{equation*}
$$

In general, it is unnecessary to take into account the third term of the series. To a good approximation, then, the effect of incidental dissipation is to add an attenuation

$$
\begin{equation*}
\alpha_{\delta}=\frac{d \beta(\omega)}{d \omega} \delta \tag{249}
\end{equation*}
$$

to the phase function $j \beta(\omega)$ of the nondissipative filter. It is interesting to note that $\alpha_{0}$ is proportional to the slope of the phase function. It follows that uniform attenuation in the pass band is obtained only when the phase function is linear.

The average attenuation in the pass band can be estimated from the total phase shift $\Delta \beta$ over the pass band and the corresponding bandwidth $w$. The average slope of the phase function is

$$
\begin{equation*}
\left[\frac{d \beta(\omega)}{d \omega}\right]_{\mathrm{avg}}=\frac{\Delta \beta}{w} \tag{250}
\end{equation*}
$$

and the average attenuation is

$$
\begin{equation*}
\left(\alpha_{b}\right)_{\mathrm{ave}}=\delta \frac{\Delta \beta}{w} . \tag{251}
\end{equation*}
$$

Equation (74) shows that $\beta$ increases by $\pi / 2$ between a zero and a pole (or vice versa) of $\sqrt{\bar{Z}_{s c} / Z_{o c}}$. On the other hand, the number of zeros and the number of poles must be equal to the number of roots of the equation $\sqrt{Z_{s c} / Z_{o c}}=1$, that is, to the number of frequencies (real or complex) at which the attenuation becomes infinite. In the particular case of filters consisting of a cascade of $n$ constant- $k$ or $m$-derived sections, the total phase shift over the pass band is $2 n \pi$, provided the pass band of a low-pass filter is taken equal to twice the cutoff frequency. Then, by Eq. (251)

$$
\begin{equation*}
\left(\alpha_{\delta}\right)_{\mathrm{avg}}=\delta \frac{2 \pi n}{w} . \tag{252}
\end{equation*}
$$

In the case of bandpass filters consisting entirely of resonant $L C$-combinations tuned at the center frequency $\omega_{0}$, the quantity $\delta$ can be expressed in terms of the $Q_{0}$ of the resonant combinations as follows:

$$
\begin{equation*}
\delta=\frac{1}{2}\left(\frac{R}{L}+\frac{G}{C}\right)=\frac{1}{2} \omega_{0}\left(\frac{R}{\omega_{0} L}+\frac{G}{\omega_{0} C}\right)=\frac{1}{2} \frac{\omega_{0}}{Q_{0}} . \tag{253}
\end{equation*}
$$

Substitution for $\delta$ in Eq. (252) yields

$$
\begin{equation*}
\left(\alpha_{\delta}\right)_{\mathrm{avz}}=\frac{n \pi}{Q_{0}} \frac{\omega_{\theta}}{w} \text { nepers }=8.686 \frac{n \pi}{\bar{Q}_{0}} \frac{\omega_{0}}{w} \quad \mathrm{db} . \tag{254}
\end{equation*}
$$

In other words, the average attenuation is inversely proportional to $Q_{0}$, and is directly proportional to the number $n$ of sections and to the ratio of the mean frequency to the bandwidth.
9.24. Effect of Dissipation on Rejection-band Characteristics.--The effect of incidental dissipation on the propagation function $\gamma$ in the attemuation band will now be considered. Since, in most cases, $\gamma$ has poles at real frequencies (imaginary values of $p$ ), it is convenient to study the function $g=\sqrt{Z_{s c} / Z_{o c}}$ which is supposed to approximate unity for real frequencies in the attenuation band. This function may become infinite at a cutoff frequency, but this difficulty can be surmounted by considering instead the function $\sqrt{Z_{c c} / Z_{s c}}$ which has a zero where $g$ has a pole.

If $g(p+\delta)$ is substituted for $Z(p+\delta)$ in Eq. (241), the expression for $\sqrt{Z_{\mathrm{sc}} / Z_{o c}}$ becomes, in the presence of dissipation,

$$
\begin{equation*}
g_{\delta}(p)=g(p+\delta)=g(p)+\frac{d g(p)}{d p} \delta+\frac{1}{2} \frac{d^{2} g(p)}{d p^{2}} \delta^{2}+\cdots \tag{255}
\end{equation*}
$$

Let

$$
\left.\begin{array}{c}
g(j \omega)=a+j b  \tag{256}\\
g_{\delta}(j \omega)=a_{\delta}+j b_{\delta}
\end{array}\right\}
$$

Since $g(p)$ is real for real frequencies in the attenuation band, the following expression may be written:

$$
\begin{align*}
g_{\delta}(j \omega)=a_{\delta}+j b_{\delta}=g(\delta & +j \omega) \\
& =a(\omega)-j \frac{d a(\omega)}{d \omega} \delta+\frac{1}{2} \frac{d^{2} a(\omega)}{d \omega^{2}} \delta^{2}+\cdots \tag{257}
\end{align*}
$$

At this juncture it is desirable to express the propagation function in the presence of dissipation in the form of Eq. (74), namely,

$$
\begin{equation*}
\gamma_{\delta}=\alpha_{\delta}+j \beta_{\delta} \approx \frac{1}{2} \ln \frac{\left(1+a_{\delta}\right)+j b_{\delta}}{\left(1-a_{\delta}\right)-j b_{\delta}} . \tag{258}
\end{equation*}
$$

Equating real parts of the preceding equation gives, for the attenuation $\alpha_{\delta}$,

$$
\begin{equation*}
\alpha_{\delta} \approx \frac{1}{4} \ln \frac{1+a_{\delta}^{2}+b_{\delta}^{2}+2 a_{\delta}}{1+a_{\delta}^{2}+b_{\delta}^{2}-2 a_{\delta}}-\frac{1}{4} \ln \frac{1+\frac{2 a_{\delta}}{1+a_{\delta}^{2}+b_{\delta}^{2}}}{1-\frac{2 a_{\delta}}{1+a_{\delta}^{2}+b_{\delta}^{2}}} \tag{259}
\end{equation*}
$$

When no dissipation is present, the attenuation is

$$
\begin{equation*}
\alpha=\frac{1}{4} \ln \frac{\frac{2 a}{1+a^{2}}}{1-\frac{2 a}{1+a^{2}}} . \tag{260}
\end{equation*}
$$

If the following substitutions are made,

$$
\begin{equation*}
k=\frac{2 a}{1+a^{2}}, \quad k_{\delta}=\frac{2 a_{\delta}}{1+a_{\delta}^{2}+b_{\delta}^{2}}, \tag{261}
\end{equation*}
$$

Eqs. (259) and (260) may be written in the same simple forms

$$
\begin{align*}
\alpha_{\delta} & =\frac{1}{4} \ln \frac{1+k_{\delta}}{1-k_{s}}  \tag{262}\\
\alpha & =\frac{1}{4} \ln \frac{1+k}{1-k} . \tag{263}
\end{align*}
$$

When the dissipation is small, the following approximation can be used:

$$
\begin{equation*}
k_{6}=\frac{2 a}{1+a^{2}}\left\{1+\left[\frac{1-a^{2}}{2 a\left(1+a^{2}\right)} \frac{d a^{2}}{d \omega^{2}}-\frac{1}{1+a^{2}}\left(\frac{d a}{d \omega}\right)^{2}\right] \delta^{2}\right\} . \tag{264}
\end{equation*}
$$

Since $k_{\delta}$ is always smaller than unity for $\delta \neq 0$, it follows that the attenuation is never infinite when dissipation is present. When $\delta=0, \alpha$ becomes infinite for $k=a=1$. The corresponding $k_{\mathrm{b}}$ for the dissipative network is

$$
\begin{equation*}
\left[k_{\mathrm{s}}\right]_{\infty}=1-\frac{1}{2}\left(\frac{d a}{d \omega}\right)^{2} \delta^{2}, \tag{265}
\end{equation*}
$$

and the corresponding attenuation in the dissipative case is reduced to the approximate value

$$
\begin{equation*}
\left[\alpha_{s}\right]_{\infty} \approx \frac{1}{2} \ln \frac{2}{\left(\frac{d a}{d \omega}\right) \delta} \tag{266}
\end{equation*}
$$

Further simplification is possible in the special case of an $m$-derived section of a filter. The function $a$ is given by Eqs. (120) and (132).

$$
\begin{equation*}
\sqrt{\frac{Z_{a}^{\prime}}{Z_{b}^{\prime}}}=a=m \frac{\omega}{\sqrt{\omega^{2}-1}} \quad \text { for } \omega>1 . \tag{267}
\end{equation*}
$$

Since $Z_{a}^{\prime}$ and $Z_{b}^{\prime}$ are the short-circuit and open-circuit impedances for half the network, it will be necessary to multiply the resulting attenuation by two in order to obtain the $\alpha_{0}$ for the whole network. It is found for the rate of change of $a$

$$
\begin{equation*}
\frac{d a}{d \omega}=\frac{m}{\left(\omega^{2}-1\right)^{3 / 2}} . \tag{268}
\end{equation*}
$$

The peak of attenuation occurs for $a=1$, that is, when

$$
\begin{equation*}
m=\frac{\sqrt{\omega^{2}-1}}{\omega} \tag{269}
\end{equation*}
$$

At a frequency of infinite attenuation $\omega_{\infty}$, Eq. (268) becomes

$$
\begin{equation*}
\left[\frac{d a}{d \omega}\right]_{\infty}=\frac{1}{\omega_{\infty}\left(\omega_{\infty}^{2}-1\right)} . \tag{270}
\end{equation*}
$$

The attenuation for the whole $m$-derived section is twice the value given by Eq. (266), or

$$
\begin{equation*}
\left[\alpha_{\delta}\right]_{\infty}=\ln \frac{2 \omega_{\infty}\left(\omega_{\infty}^{2}-1\right)}{\delta} . \tag{271}
\end{equation*}
$$

This equation shows that the maximum attenuation approaches zero when $\omega_{\infty}$ approaches the cutoff frequency, that is, unity. In other words, if the peak value of the attenuation must be larger than a given $\alpha_{0}, \omega_{\infty}$ must be larger than the value given by Eq. (271) for $\left[\alpha_{\delta}\right]_{\infty}=\alpha_{0}$.

The effect of incidental dissipation on loss arising from mismatched terminations is secondary in importance to the effect on the propagation function discussed above. It can be computed, if necessary, by following a procedure very similar to the one used in connection with propagation function. It must be pointed out, however, that, in general, there is no need of computing accurately the total effect of incidental dissipation since the image-parameter method of design leads to a loss function that is only roughly equal to the attenuation function. In other words, the
loss function is already so different from the design data that it would be a waste of time to compute accurately second-order corrections.
9.25. Correction for Uniform Dissipation.-The situation is quite different in the case of filters designed to have a specified insertion loss. Since in this case the loss of the ideal nondissipative filter is exactly equal to the specified function, it is desirable to compute more accurately the effect of incidental dissipation. Moreover, in this case it is worth while to make allowance in the original design for the effect of incidental dissipation, so that the dissipative filter will have a satisfactory loss function.

The general procedure discussed in the preceding pages may be applied to the voltage insertion ratio which is an analytic function of the complex variable $p$. It should be noted that the power-loss ratio $P_{0} / P_{L}$ is the square of the magnitude of the voltage insertion ratio for $p=j \omega$. It follows from Eqs. (158) and (163) that the voltage insertion ratio $\rho$ is given by

$$
\rho(p)= \begin{cases}\frac{u_{2}+v_{2}}{Q\left(-p^{2}\right)} & \text { for } Q(\omega) \text { even }  \tag{272}\\ \frac{u_{2}+v_{2}}{j Q(-j p)} & \text { for } Q(\omega) \text { odd. }\end{cases}
$$

The power insertion ratio of the dissipative filter is then

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{\delta}=\left|\rho_{\delta}(p)\right|_{p=j \omega}^{2}=\left\{\left.\rho(p+\delta)\right|_{p=j \omega} ^{2}\right. \tag{273}
\end{equation*}
$$

Since the computation involved is straightforward, no further discussion is required.

Darlington ${ }^{4}$ has developed a method for making allowance in the original design for the effect of incidental dissipation. This method is based on the following reasoning. It has been shown that the voltage insertion ratio $\rho_{\delta}(p)$ of a dissipative filter can be obtained by substituting $p+\delta$ for $p$ in the expression for the insertion ratio $\rho(p)$ of the corresponding nondissipative filter. Consider now a nondissipative filter whose voltage insertion ratio is

$$
\begin{equation*}
\rho^{\prime}(p)=\rho(p-\delta) . \tag{274}
\end{equation*}
$$

The ratio for the corresponding dissipative network is then

$$
\begin{equation*}
\rho_{\delta}^{\prime}\left(p^{\prime}\right)=\rho(p+\delta-\delta)=\rho(p) . \tag{275}
\end{equation*}
$$

It follows that in order to obtain a filter whose insertion ratio is $\rho_{( }^{\prime}(p)=\rho(p)$ it is sufficient to design a nondissipative filter with a predistorted ratio $\rho^{\prime}(p)=\rho(p-\delta)$.

The new function $\rho(p-\delta)$ must satisfy the condition of physical realizability in order to be the voltage insertion ratio of a nondissipative
filter. Consequently, according to Sec. $9 \cdot 13$ and to Eq. (272), the zeros of $\rho(p-\delta)$ must have negative real parts. Moreover, the magnitude of $\rho(p-\delta)$ must not be smaller than unity at real frequencies, that is, for imaginary values of $p$. It follows that, assuming that $\rho(p)$ is physically realizable, $\delta$ must be smaller than the magnitude of the real part of any zero of $\rho(p)$. Moreover, $\rho(p-\delta)$ must be multiplied by a real constant equal to the reciprocal of the minimum value of $\rho^{\prime}(j \omega)=\rho(j \omega-\delta)$ in order to make $\rho^{\prime}(j \omega) \geqq 1$. A final requirement on $\rho^{\prime}(p)$ is that the polynomial $Q^{\prime}(-j p)=Q[-j(p-\delta)]$ be either even or odd. In general, since this condition is not satisfied automatically, it is necessary to multiply both the numerator and the denominator of $\rho(p-\delta)$ by root factors of the type $\left(p+p_{\nu}\right)$, where $p_{\nu}$ is any zero of $Q[-j(p-\delta)]$ which does not come in a pair $p_{\nu},-p_{\nu}$. These root factors have the effect of increasing considerably the number of elements of the network. Further analysis reveals, however, that a satisfactory solution can be obtained by using as a predistorted insertion ratio the function

$$
\rho^{\prime \prime}(p)= \begin{cases}\frac{u_{2}(p-\delta)+v_{2}(p-\delta)}{Q\left(-p^{2}\right)} & \text { for } Q(-j p) \text { even }  \tag{276}\\ \frac{u_{2}(p-\delta)+v_{2}(p-\delta)}{-j Q(-j p)} & \text { for } Q(-j p) \text { odd }\end{cases}
$$

In other words, $(p-\delta)$ is substituted for $p$ only in the numerator of $\rho(p)$. The voltage ratio for the dissipative network will then be

$$
\rho_{\delta}^{\prime \prime}(p)= \begin{cases}\frac{u_{2}+v_{2}}{Q\left[-(p+\delta)^{2}\right]} & \text { for } Q(-j p) \text { even, }  \tag{277}\\ \frac{u_{2}+v_{2}}{Q[-j(p+\delta)]} & \text { for } Q(-j p) \text { odd }\end{cases}
$$

This function is a good approximation of $\rho(p)$ except in the vicinity of the internal poles of $\rho(p)$, that is, of the zeros of $Q(-j p)$. The peaks of infinite loss of $\rho(p)$ are thus rounded off in the final dissipative network. In the particularly important case of $Q(\omega)=1$, that is, when the loss in the attenuation band is a monotonic function, this difficulty does not arise.

Once the predistorted ratio $\rho^{\prime}(p)$ has been determined, the polynomial $P^{\prime}\left(\omega^{2}\right)$ is computed as follows:

$$
\begin{equation*}
P^{\prime}\left(\omega^{2}\right)=\left|u_{2}^{\prime}(j \omega)+v_{2}^{\prime}(j \omega)\right|^{2}=\left[Q^{\prime}(\omega)\right]^{2} . \tag{278}
\end{equation*}
$$

If the ratio $\rho^{\prime \prime}(p)$ is used, the polynomial $P^{\prime \prime}\left(\omega^{2}\right)$ is

$$
\begin{equation*}
P^{\prime \prime}\left(\omega^{2}\right)=\left|u_{2}(j \omega-\delta)+v_{2}(j \omega-\delta)\right|^{2}-Q^{2}(\omega) . \tag{279}
\end{equation*}
$$

The filter is then designed following the procedure developed above for the nondissipative case.

The same predistortion procedure can be applied to the reflection coefficient $\Gamma(p)$ instead of to the voltage ratio $\rho(p)$. In this case $\Gamma^{\prime}(p)$ becomes

$$
\begin{equation*}
\Gamma^{\prime}(p)=\Gamma(p-\delta)=\frac{u_{1}(p-\delta)+v_{1}(p-\delta)}{u_{2}(p-\delta)+v_{2}(p-\delta)} . \tag{280}
\end{equation*}
$$

The conditions of physical realizability lead to the requirement that $\delta$ must be smaller than the magnitude of the real part of any internal pole of $\Gamma(p)$. Furthermore, $\Gamma(p-\delta)$ must be multiplied by a real constant to meet the requirement

$$
\begin{equation*}
|\Gamma(j \omega-\delta)| \leqq 1 . \tag{281}
\end{equation*}
$$

The polynomial

$$
\begin{equation*}
\left.\mid Q^{\prime}(\omega)\right]^{2}=\left|u_{2}^{\prime}(j \omega)+v_{2}^{\prime}(j \omega)\right|^{2}-\left|u_{1}^{\prime}(j \omega)+v_{1}^{\prime}(j \omega)\right|^{2} \tag{282}
\end{equation*}
$$

can be made a perfect square by multiplying both the numerator and the denominator of $\Gamma^{\prime}(p)$ by the proper root factors, as in the previous case. The predistorted network is then designed following the original procedure for nondissipative networks.

It should be noted that it is not possible to predistort $\Gamma(p)$ and $\rho(p)$ independently. It follows that the predistortion procedure should be applied to $\Gamma(p)$ when strict tolerances are placed on the reflection coefficient, and to $\rho(p)$ when strict tolerances are placed on the insertion ratio.

## EFFECT OF MISMATCHED TERMINATIONS ON FILTER CHARACTERISTICS

9.26. Superposition of Mismatches.-Before concluding the general discussion on the methods of filter design, it is worth while to consider the behavior of a filter when connected to the other components of a system. This question is very important because, although the filter is designed as a separate unit, it is the over-all behavior of the system including the filter that really matters. More specifically, the distortion of the loss characteristics of the filter arising from other components of the system must be tolerable, and conversely the design specifications for the filter must be consistent with the specifications for the other components of the system.

This last point is particularly important in view of the difficulties encountered in designing filters with very strict tolerances. For instance, the input voltage standing-wave ratio of a microwave system may be as large as the product of all the ratios for the individual components. Care must be taken, then, to divide the over-all VSWR among the components in proportion to the difficulty of design. It is often advisable to let the filter have a VSWR as high as the maximum VSWR of all the other components together.

Somewhat less important, but far from negligible, is the effect of
the other components of a system on the loss in the attenuation band of a filter. It will be shown later that the difference between the decibel loss of a filter and the decibel loss of the whole system may be as large as the sum of the VSWR's of the two terminations of the filter expressed in decibels. This fact points out that, if the loss of a system must be approximately equal over a certain band of frequencies to the loss of a filter that is part of the system, the other components must be reasonably well matched over the same band.

The characteristics of a filter have been computed on the assumption that both terminations are purely resistive and constant at all frequencies. In practice, this assumption is very seldom justified, particularly in the case of microwave filters. In this case both sides of the filter are connected to transmission lines or guides which would provide the proper resistive terminations for the filter if they were terminated in their characteristic impedances at the other ends. In practice, small reflections in the input and output lines are always present. Let $r_{s}$ and $r_{L}$ be the voltage standing-wave ratios of the input and output lines, when they are not connected to the filter.


Fig. 9.49.-Filter with mismatched terminations. The mismatches in the two lines may be considered as arising from mismatched reactive networks inserted in perfectly terminated lines. The equivalent network for the filter and its terminations is shown in Fig. 9•49. It is assumed in the following discussion that the filter is nondissipative. Let $r_{0}$ be the VSWR produced by the filter in the input line when the output line is properly terminated, that is, when $r_{L}=1$. When $r_{L}=1$, the value of the VSWR in the input line, $r_{o}^{\prime}$, depends on the phase of the reflection in the output line. It was shown in Sec. $9 \cdot 4$ that the maximum and minimum values of the $r_{o}^{\prime}$ are given by

$$
\begin{align*}
& {\left[r_{o}^{\prime}\right]_{\max }=r_{o} r_{L},}  \tag{283}\\
& {\left[r_{o}^{\prime}\right]_{\text {mix }}= \begin{cases}r_{L} & \text { for } r_{L}>r_{u}, \\
\frac{r_{o}}{r_{L}} & \text { for } r_{L}<r_{o .} .\end{cases} }
\end{align*}
$$

Equation (283) gives the maximum VSWR that may be present in the input line of a filter when the filter is not properly terminated at the output terminals. If other nondissipative components are inserted in the input line between the filter and the generator, the maximum VSWR in the output line of the generator will be

$$
\begin{equation*}
\left[r_{s}^{\prime}\right]_{\max }=r_{s}\left[r_{o}^{\prime}\right]_{\max }=r_{r} r_{n} r_{L} \tag{285}
\end{equation*}
$$

where $r_{s}$ is the VSWR produced in the output line of the generator by the components preceding the filter when $r_{o}^{\prime}=1$, and is equal to the VSWR measured from the filter toward the generator when a matched termination is substituted for the generator. The minimum value of $r_{a}^{\prime}$ when $r_{o}>r_{0} r_{L}$, is

$$
\begin{equation*}
\left[r_{\theta}^{\prime}\right]_{\min }=\frac{\left[r_{\theta}^{\prime}\right]_{\min }}{r_{s}}=\frac{r_{0}}{r_{s} r_{L}} . \tag{286}
\end{equation*}
$$

9.27. Accumulative Effect of Mismatches.-In general, $r_{s}$ results from the reflections produced by a number $n$ of components. Let $r_{z k}$ be the VSWR on the input line of one of these components when its output line is properly terminated. Repeated application of Eq. (283) leads to the following expression for the maximum possible value of $r_{a}$ :

$$
\begin{equation*}
\left[r_{s}\right]_{\max }=\prod_{k=1}^{k=n_{0}} r_{s k} \tag{287}
\end{equation*}
$$

Similarly the maximum possible value of $r_{L}$ is

$$
\begin{equation*}
\left[r_{L}\right]_{\max }=\prod_{k=1}^{k=n_{L}} r_{L k} \tag{288}
\end{equation*}
$$

where $r_{L k}$ is the VSWR of the $k$ th of the $n_{L}$ component on the load side of the filter. The maximum and minimum values of $r_{s}^{\prime}$ are obtained by substituting Eqs. (287) and (288) for $r_{s}$ and $r_{L}$ in Eqs. (285) and (286).

The magnitude of the reflection coefficient corresponding to $r_{s}^{\prime}$ is

$$
\begin{equation*}
\left|\Gamma_{a}^{\prime}\right|=\frac{r_{s}^{\prime}-1}{r_{s}^{\prime}+1} . \tag{289}
\end{equation*}
$$

Let $P_{0}^{\prime}$ be the power available from the generator, that is, the power flowing in its output line when the line is properly terminated. Let $P_{L}^{\prime}$ be the power delivered to the load of the system. Since all the components are nondissipative, the ratio $P_{0}^{\prime} / P_{L}^{\prime}$, that is, the power-loss ratio for the whole system is given by

$$
\begin{equation*}
\frac{P_{0}^{\prime}}{P_{L}^{\prime}}=\frac{1}{1-\left|\Gamma_{s}^{\prime}\right|^{2}} . \tag{290}
\end{equation*}
$$

The maximum value of this power ratio is found to be

$$
\begin{equation*}
\left(\frac{P_{0}^{\prime}}{P_{L}^{\prime}}\right)_{\max }=\frac{\left(r_{s} r_{L} r_{o}+1\right)^{2}}{4 r_{s} r_{L} r_{o}} \tag{291}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=\frac{\left(r_{o}+1\right)^{2}}{4 r_{o}} \tag{292}
\end{equation*}
$$

is the power-loss ratio of the filter alone when properly terminated,
improper terminations may increase the power-loss ratio of the system by the factor

$$
\begin{equation*}
\left(\frac{P_{L}}{P_{L}^{\prime}}\right)_{\text {max }}=\frac{\left(r_{s} r_{L} r_{n}+1\right)^{2}}{r_{s} r_{L}\left(r_{b}+1\right)^{2}} . \tag{293}
\end{equation*}
$$

If $r_{0} \gg 1$, that is, in the attenuation band of the filter, this factor becomes approximately

$$
\begin{equation*}
\left(\frac{P_{L}}{P_{L}^{\prime}}\right)_{\text {max }} \approx r_{s} r_{L .} . \tag{29.9}
\end{equation*}
$$

Consider now the minimum value of $P_{0}^{\prime} / P_{L}^{\prime}$, when $r_{\Delta}>r_{L} r_{s}$. This assumption limits the validity of the resulte 10 the attennation band of the filter. However, it in only in the attemation band that the minimum value of the loss in of any practical importance. Then

It follows that the improper terminations may decrease the power-loss ratio of the system by the fartor

$$
\begin{equation*}
\left(\frac{P_{L}^{L}}{P_{L}^{\prime}}\right)_{\text {min }}=\frac{\left(r_{o}+r_{s} r_{L}\right)^{2}}{r_{s} r_{L}\left(r_{o}^{-}+1\right)^{2}} . \tag{296}
\end{equation*}
$$

When $r_{0} \gg 1, r_{n} \gg r_{s} r_{l}$, that is, for large values of the loss, this factor redures to

$$
\begin{equation*}
\left(\frac{P_{L}}{P_{L}^{\prime}}\right)_{\text {mini }}=\frac{1}{r_{s} r_{L}} \tag{297}
\end{equation*}
$$

This reduction of loss may be far from negligible. For instance, if $r_{s}=r_{L}=2$ in the attenuation band of the filter, the loss of the system is 6 db lower than the loss of the filter alone when properly terminated. It follows that it is necessary to limit the VSWR of any component of a system that includes a filter not only over the pass band of the filter, but also over the portion of the attenuation band in which the minimum total loss of the system is specified.
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## CHAPTER 10

## THE DESIGN OF MICROWAVE FILTERS

By A. W. Lawson and R. M. Fano

A direct method of designing microwave filters has not yet been developed. In other words, no design procedure is available which leads directly to a structure physically realizable by means of microwave elements. Most microwave filters hitherto designed have been derived from lumped-element structures by approximating the behavior of inductances and capacitances by means of microwave elements, such as sections of lines, cavities, irises, etc. As will be seen, the lack of a direct synthesis procedure sets limitations on the design.

In addition to theoretical and practical limitations on filter design, the actual system applications often impose widely varying geometrical and physical requirements. These requirements are largely responsible for the ultimate appearance of any filter. Thus, two filters having exactly the same attenuation characteristics and circuit specifications may have radically different forms. For instance, one filter may be for a system using coaxial transmission line and another for a system using waveguide; alternatively, a cavity filter of reasonable dimensions at $10,000 \mathrm{Mc} / \mathrm{sec}$ may be prohibitively large at $100 \mathrm{Mc} / \mathrm{sec}$ for airborne systems; or again, a compact, rugged design suitable for low power levels may be completely inadequate in a system using higher power. For such reasons it appears impractical to discuss here all designs existing at the time of preparation of this manuscript. Rather, it appears desirable to describe typical examples as illustrations of the general methods of deriving microwave filters from lumped-element structures. These examples do not necessarily represent the most efficient designs or the ultimate, either practically or theoretically. In fact, a large number of the filters described below were designed, manufactured, and used before the theory involved was generally understood. In particular, some of the more elaborate methods of designing lumped-element filters will not be used in connection with any of these practical examples. This fact does not mean that such methods are not useful, but that, because of time limitations, the designer was forced to employ only techniques already available to him. Fortunately, however, these practical examples serve very well as illustrations of the methods of designing microwave filters.

In this chapter it will be shown how the simple ladder structures basic
to all methods of design discussed in the previous chapter are readily transformed into microwave structures. The relative values of the lumped elements, which depend on the method of design employed, are of no consequence in the transformation process. The discussion of practical microwave filters resulting from such transformations will be divided into four parts on the hasis of the technigues used in approximating the behavior of lumped elements at microwave frequencies. The first part will deal with filters employing sections of lines alone or in combination with lumped inductances and capacitances. For practical reasons, filters of this type cannot be used when narrow pass bands (less than approximately 10 per cent) are required. The second part will deal with filters consisting of a cascade connection of direct-coupled cavities. The use of these filters is limited by the fact that the couplings between cavities become rather critical when the pass band is Icss than approximately 1 per cent. A dexign procedure suitable for narrow-band filters is presented in the third part. These filters take the form of chains of cavity resonators separated hy quarter-wavelength sections of line. Filters with broader pass bands may be olvained by substituting resonant irises for the cavities. The fourth part will be devoted to miscellaneons types of filters some of which should be considered merely as suggestions for future developments.

## FILTERS EMPLOYING TRANSMISSION LINES

10.1. The Frequency Behavior of Lines.- Bofore considering any practical filter structure, it is desirable to discuss in some detail the frequency hehavior of a section of transmission line in order to determine under what conditions and to what extent it can be made to approximate the behavior of inductances and capacitances.

Let $Z_{0}$ be the chavacteristic impedance of a lomben line and $l$ its length. If the section is short-circuited at the far end, the input impedance is

$$
\begin{equation*}
Z=j X=j Z_{0} \tan \omega \frac{l}{c}, \tag{1}
\end{equation*}
$$

where $\omega$ is the angular frecuency and $c$ the velocity of light in the dielestric. The reactance function represented by this equation is plotted in Fig. 10•1. The reactance has an infinite number of poles and zeros at frequencies at which the length of the line is, reepectively, an odd or even number of quarter wavelengths. The plot of the admittance of the line (Fig. 10.16) is an identical curre displaced to the left has $\pi^{\pi} l^{\circ}$. Thus,

$$
\begin{equation*}
\left.Y=\frac{1}{Z}=j B=j{ }_{Z u}^{1} \cot \omega_{c}^{l}=-j\right\}_{\|} \cot \omega \frac{l}{c} \tag{2}
\end{equation*}
$$

Suppose now that the section of line is open-circuited at the far end. The input impedance becomes

$$
\begin{equation*}
Z=j X=-j Z_{0} \cot \omega \frac{l}{c} \tag{3}
\end{equation*}
$$

and the input admittance becomes

$$
\begin{equation*}
Y=j B=j \frac{1}{Z_{0}} \tan \omega \frac{l}{c}=j Y_{0} \tan \omega \frac{l}{c} . \tag{4}
\end{equation*}
$$

It will be noticed that Eq. (3) is identical in form with Eq. (2) whereas Eq. (4) is identical in form with Fq. (1). Therefore, Fig. 10.1a may be used also as a plot of Eq. (4) and Fig. 10.1b as a plot of Eq. (3).


Fig. 10•- Frequencs hehavior of open-eirenited and short-rimented lines.
It is interesting to compare these curves with the reactances and susceptances of an inductance, a capacitance, a series-tuned circuit, and a parallel-tuned circuit. The reactance of a simple inductance $X_{L}$ and the susceptance of a condenser $B_{c}$ are identical in form;

$$
\begin{aligned}
X_{L} & =\omega L \\
B_{C} & =\omega C .
\end{aligned}
$$

The plot of these functions is, evidently, a straight line of slope equal to $L$ and C, respectively. The reactance of a series-tused circuit and the susceptance of a parallel-tuned circuit are also identical in form.

$$
\begin{align*}
& X_{s}=\sqrt{\bar{L}}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)=L \omega_{0}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)  \tag{5}\\
& B_{p}=\sqrt{\bar{C}}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)=C \omega_{0}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{6}
\end{align*}
$$

where $\omega_{0}=1 / \sqrt{L C}$ is the resonance frequency. These functions are plotted in Fig. 10.2.


Fig. 10.2.-Frequency behavior of resonant circuits.
It will be noticed that the curve of Fig. $10 \cdot 1 a$ may be used to approximate a straight line in the vicinity of the origin. The slope of the curve at the origin is

$$
\begin{align*}
& \left(\frac{d X}{d \omega}\right)_{\omega=0}=Z_{0} \frac{l}{c}  \tag{7}\\
& \left(\frac{d B}{d \omega}\right)_{\omega=0}=Y_{0} \frac{l}{c} \tag{8}
\end{align*}
$$

Therefore, the frequency behavior of an inductance can be approximated by a section of short-circuited transmission line, provided the length of the section is much smaller than $(\pi / 2)(c / \omega)$ at any frequency of interest. The slope given by Eq. (7) must be made equal to the inductance $L$, thus,

$$
\begin{equation*}
L=Z_{0} \frac{l}{c} \tag{9}
\end{equation*}
$$

This is done by adjusting $Z_{0}$ once the quantity $l / c$ has been fixed to satisfy the required length of line.

A capacitance $C$ can be simulated in a similar manner by means of an open-circuited section of transmission line. In this case, the slope of the susceptance function at the origin, as shown in Eq. (8), is made equal to C:

$$
\begin{equation*}
C=Y_{0} \frac{l}{c} \tag{10}
\end{equation*}
$$

The quantities $Y_{0}$ and $l / c$ are adjusted to satisfy this equation while the length $l$ is kept much smaller than the minimum value of $(\pi / 2)(c / \omega)$.

Consider now the susceptance of a short-circuited line and the reactance of an open line (Fig. $10 \cdot 1 b$ ) in the vicinity of a zero, that is, when the length of the line is close to an odd number of quarter wavelengths. In any one of these regions the function can be made to approximate the curve of Fig. 10.2. It follows that a short-circuited line can simulate a parallel-tuned circuit in a relatively small frequency band centered at the resonance frequency. Under the same conditions, an open line can simulate a series-tuned circuit. The line length is given in both cases by the expression

$$
\begin{equation*}
l=\frac{c}{\omega_{0}}\left(\frac{\pi}{2}+n \pi\right), \tag{11}
\end{equation*}
$$

where $n$ is any positive integer. The line admittance (or impedance) must be such that the slopes of the two curves are equal at the common zero. The slope of the susceptance function of a short-circuited line at a zero is

$$
\begin{equation*}
\left(\frac{d B}{d \omega}\right)_{\omega=\omega_{0}}=Y_{0} \frac{l}{c}=\frac{Y_{0}}{\omega_{0}}\left(\frac{\pi}{2}+n \pi\right) . \tag{12}
\end{equation*}
$$

Similarly the slope of the reactance function of an open line at a zero is

$$
\begin{equation*}
\left(\frac{d X}{d \omega}\right)_{\omega=\omega_{0}}=Z_{0} \frac{l}{c}=\frac{Z_{0}}{\omega_{0}}\left(\frac{\pi}{2}+n \pi\right) . \tag{13}
\end{equation*}
$$

The corresponding slopes for a parallel-tuned circuit and a series-tuned circuit are

$$
\begin{align*}
& \left(\frac{d B_{p}}{d \omega}\right)_{\omega=\omega_{0}}=2 C,  \tag{14}\\
& \left(\frac{d X_{s}}{d \omega}\right)_{\omega=\omega_{0}}=2 L . \tag{15}
\end{align*}
$$

It follows that, in the case of the parallel-tuned circuit, equivalence is obtained if

$$
\begin{equation*}
2 C=\frac{Y_{0}}{\omega_{0}}\left(\frac{\pi}{2}+n \pi\right) \tag{16}
\end{equation*}
$$

and in the case of the series-tuned circuit, if

$$
\begin{equation*}
2 L=\frac{Z_{0}}{\omega_{0}}\left(\frac{\pi}{2}+n \pi\right) . \tag{17}
\end{equation*}
$$

The integer $n$ should be as small as possible since, for a given tolerance. the width of the approximation band, in percentage of $\omega_{0}$, is inversely proportional to $2 n+1$. On the other hand, since the slope is directly
proportional to $(2 n+1)$, it may be necessary to make $n>1$ in order to obtain a sufficiently large slope.

Series- and parallel-tuned circuits can be simulated also by means of a short-circuited line and an open line, respectively, of lengths equal to

$$
\begin{equation*}
l=n \pi \frac{c}{\omega_{0}} \tag{18}
\end{equation*}
$$

This equivalence results from the fact that the curve of Fig. $10 \cdot 1 a$ is identical to the curve of Fig. $10 \cdot 1 b$, apart from a translation to the left of $\Delta \omega=(\pi / 2)(c / l)$. The slope of the reactance function of a shortcircuited line at one of its zeros is

$$
\begin{equation*}
\left(\frac{d X}{d \omega}\right)_{\omega=n \pi c / l}=Z_{0} \frac{l}{c}=Z_{0} \frac{n \pi}{\omega_{0}} . \tag{19}
\end{equation*}
$$

Therefore, in order to approximate the behavior of a series-tuned circuit, the line impedance must satisfy the equation

$$
\begin{equation*}
2 L=Z_{0} \frac{n \pi}{\omega_{0}} . \tag{20}
\end{equation*}
$$

Similarly, in the case of an open line approximating a parallel-tuned circuit, the line admittance must satisfy the equation

$$
\begin{equation*}
2 C=Y_{0} \frac{n \pi}{\omega_{0}} \tag{21}
\end{equation*}
$$

Compare a system in which all the reactive elements are equal lengths of line of arbitrary characteristic impedances with the network formed by the corresponding lumped elements. The impedance of each section of line can be obtained from the impedance of the corresponding lumped element (or elements) by means of a simple change of variable. In the case of simple inductances and capacitances, the change of variable is

$$
\begin{equation*}
\frac{c}{l} \tan \omega^{\prime} \frac{l}{c}=\omega . \tag{22}
\end{equation*}
$$

In the case of tuned circuits, the substitution is

$$
\begin{equation*}
-\frac{c}{l} \cot \omega^{\prime} \frac{l}{c}=\frac{\omega_{0}}{2}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{23}
\end{equation*}
$$

if $\omega_{0}=(\pi / 2+n \pi)(l / c)$, and

$$
\begin{equation*}
\frac{c}{l} \tan \omega^{\prime} \frac{l}{c}=\frac{\omega_{0}}{2}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{24}
\end{equation*}
$$

if $\omega_{0}=n \pi \frac{c}{l}$. Since, by assumption, the change of variable is the same
for all the elements of the system, any function describing the frequency behavior of the distributed-constant system can be obtained directly from the corresponding function for the lumped-element network by means of the same change of variable.

It is interesting to consider in more detail the physical significance of the change of variable. The substitution of Eq. (22), for instance, transforms the interval $-\infty$ to $+\infty$ in the $\omega$ domain into the interval $-(\pi / 2)(c / l)$ to $+(\pi / 2)(c / l)$ in the $\omega^{\prime}$ domain. However, since $\omega^{\prime}$ is a multivalued function of $\omega$, the same interval in the $\omega$ domain is repeated an infinite number of times in the $\omega^{\prime}$ domain in any interval $[\pi / 2+n \pi]-$ $(c / l)$ to $[\pi / 2+(n+1) \pi](c / l)$. To make this point clearer, consider the

(a)

$$
R=\sqrt{\frac{L}{C}} \quad \omega_{r}=\sqrt{\frac{2}{L C}}
$$



$$
Y_{02}=\frac{c}{1} c \quad Z_{01}=\frac{c}{l} L
$$

Fig. 10.3.-Transformation of a low-pass filter into its microwave equivalent.
simple low-pass filter of Fig. $10 \cdot 3 a$ and the corresponding distributedconstant system of Fig. $10 \cdot 3 b$. The power-loss ratio for the filter of Fig. $10 \cdot 3 a$ can be shown to be

$$
\begin{equation*}
\left|\frac{V_{1}}{2 V_{2}}\right|^{2}=1+\left(\frac{\omega}{\omega_{c}}\right)^{4}, \tag{25}
\end{equation*}
$$

where $\omega_{c}$ is the half-power frequency. The loss ratio for the filter of Fig. $10.3 b$ becomes then

$$
\begin{equation*}
\left|\frac{V_{1}}{2 \vec{V}_{2}}\right|^{2}=1+\left[\frac{\tan \omega^{\prime} \frac{l}{c}}{\tan \omega_{c}^{\prime} \frac{l}{c}}\right]^{4} \tag{26}
\end{equation*}
$$

The reciprocals of these power ratios are plotted in Figs. $10 \cdot 4 a$ and $10 \cdot 4 b$, respectively. Figure $10.4 b$ shows that the structure of Fig. $10.3 b$ is at the same time a low-pass and a bandpass filter. When it is considered as
 structures of Figs. $10 \cdot 3 a$ and $10 \cdot 3 b$, respectively.
a low-pass filter, its half-power frequency is

$$
\begin{equation*}
\omega_{c}^{\prime}=\frac{c}{l} \tan ^{-1} \omega_{c} \frac{l}{c} \tag{27}
\end{equation*}
$$

When it is considered as a bandpass filter, its bandwidth is always equal to the expression

$$
\begin{equation*}
w^{\prime}=2 \omega_{c}^{\prime}=2 \frac{c}{l} \tan ^{-1} \omega_{c} \frac{l}{c}, \tag{28}
\end{equation*}
$$

whereas the mean frequencies are given by

$$
\begin{equation*}
\omega_{0}^{\prime}=n \pi \frac{c}{l} . \tag{29}
\end{equation*}
$$

The change of variable defined by Eq. (23) transforms the interval 0 to $x$ in the $\omega$ domain into the interval 0 to $\pi(c / l)$ in the $\omega^{\prime}$ domain, or better, into any interval $n \boldsymbol{\pi}(c / l)$ to $(n+1) \boldsymbol{\pi}(c / l)$. Compare, for instance, the bandpass filter shown in Fig. 10.5a, which is derived from the low-pass filter of Fig. $10 \cdot 3 a$, with the corresponding distributed-constant system shown in

$$
\begin{aligned}
& \omega_{0} \frac{l}{c}=\frac{\pi}{2}+n \pi \\
& Z_{01}=2 \frac{c}{l} L_{1} \quad Y_{02}=2 \frac{c}{l} C_{2}
\end{aligned}
$$

(a)
(b)

Fig. 10.5.-Transformation of a bandpass filter into its microwave equivalent.
Fig. $10 \cdot 5 b$. The power-loss ratio for the lumped-element filter is found to be

$$
\begin{equation*}
\left|\frac{V_{1}}{2 V_{2}}\right|^{2}=1+\left[\frac{\omega_{0}}{w}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)\right]^{4} \tag{30}
\end{equation*}
$$

On the other hand, the ratio for the structure of Fig. $10 \cdot 5 b$ is

$$
\begin{equation*}
\left|\frac{V_{1}}{2 V_{2}}\right|^{2}=1+\left[\frac{\cot \omega^{\prime} \frac{l}{c}}{\cot \frac{w^{\prime}}{2} \frac{l}{c}}\right]^{4} \tag{31}
\end{equation*}
$$

The reciprocals of these power ratios are plotted respectively in Figs. $10 \cdot 6 a$ and $10 \cdot 6 b$. It will be noticed that the curve of Fig. $10 \cdot 6 b$ is identical


Fig. 10.6. OPower transmission ratios for structures of Figs. $10 \cdot 5 a$ and $10 \cdot 5 b$, respectively. to the curve of Fig. $10 \cdot 4 b$ but for a translation of $(\pi / 2)(c / l)$. There is an infinite number of pass bands, all of which have a bandwidth equal to

$$
\begin{equation*}
w^{\prime}=2 \frac{c}{l} \cot ^{-1} \frac{w}{2} \frac{l}{c} \tag{32}
\end{equation*}
$$

The mean frequencies are given by the equation

$$
\begin{equation*}
\omega_{0}^{\prime}=\left(\frac{\pi}{2}+n \pi\right) \frac{c}{l} \tag{33}
\end{equation*}
$$

It is interesting to note that each pass band possesses arithmetic symmetry with respect to its mean frequency whereas in the case of Fig. $10 \cdot 6 a$ the symmetry is geometric.

The change of variable defined by Eq. (24) transforms the interval 0 to $\infty$ in the $\omega$ domain into the interval $\frac{\pi}{2} \frac{c}{l}$ to $(\pi / 2+\pi)(c / l)$ in the $\omega^{\prime}$ domain. However, since this interval is repeated an infinite number of times, "the complete plot becomes identical to the plot of Fig. 10.4b. This similarity should not be surprising since the low-pass to bandpass transformation used to obtain the filter of Fig. $10 \cdot 5 a$ from the filter of Fig. $10 \cdot 3 a$ is mathematically equivalent to a change of variable of the type (see Sec. $9 \cdot 8$ )

$$
\begin{equation*}
\omega=\frac{\omega_{0}^{\prime}}{2}\left(\frac{\omega^{\prime}}{\omega_{0}^{\prime}}-\frac{\omega_{0}^{\prime}}{\omega^{\prime}}\right) . \tag{34}
\end{equation*}
$$

This change of variable combined with Eq. (22) leads to the substitution defined by Eq. (24).

Sections of lines may be used also as two-terminal-pair networks. Such elements may operate as integral parts of a filter, or merely as links. Here the correspondence between sections of lines and lumped elements is not so simple as in the previous cases. Two functions are required to describe the element since there are two symmetrical terminal pairs. These two functions may be chosen in several different ways, but the open-circuit and the short-circuit impedances of half the section, $Z_{\text {och }}$, $Z_{\text {och }}$, are particularly convenient for reasons that will become evident later. Bartlett's bisection theorem already mentioned in Sec. $9 \cdot 5$ shows


Fig. 10-7.-Symmetrical lattice structure.


Fig. 10-8.-Low-frequency lattice equivalent of a section of line.
that the lattice structure of Fig. 10.7 is equivalent to the section of line under discussion. Let $Z_{0}$ be the characteristic impedance of the line and $l$ its length. The short-circuit impedance of half the network is then

$$
\begin{equation*}
Z_{\text {sch }}=j Z_{0} \tan \omega \frac{l}{2 c} . \tag{35}
\end{equation*}
$$

The open-circuit impedance is

$$
\begin{equation*}
Z_{\text {oct }}=j Z_{0} \cot \omega \frac{l}{2 c} . \tag{36}
\end{equation*}
$$

The $Z_{\text {oob }}$ arm of the lattice is evidently a short-circuited line of characteristic impedance equal to $Z_{0}$ and length equal to $I / 2$. Similarly, the $Z_{\text {och }}$ arm is an open-circuited line having the same length and the same characteristic impedance. It follows that when $l / 2$ is much smaller than a quarter wavelength, the section of line approximates the behavior of the lattice structure shown in Fig. 10.8. From Eqs. (7) and (8) the values of $L$ and $C$ are

$$
\begin{align*}
L & =Z_{0} \frac{l}{2 c}  \tag{37}\\
C & =Y_{0} \frac{l}{2 c} \tag{38}
\end{align*}
$$

if $l$ is made equal to an odd multiple of half wavelengths, the section of line may be used to simulate the behavior of the lattice structure
shown in Fig. 10.9. Both arms are tuned at a frequency $\omega_{0}$ at which the line is an odd multiple of half wavelengths,

$$
\begin{align*}
\omega_{0} & =\frac{1}{\sqrt{L_{1} C_{1}}}=\frac{1}{\sqrt{L_{2} C_{2}}}  \tag{39}\\
& =\left(\frac{\pi}{2}+n \pi\right) \frac{2 c}{l} \tag{4}
\end{align*}
$$

The values of $L_{1}$ and $C_{2}$ are given by $\mathrm{Eqs}$. . (20) and (21),

$$
\begin{align*}
& L_{1}=\frac{Z_{0}}{2 \omega_{0}}\left(\frac{\pi}{2}+n \pi\right)=\frac{Z_{0}}{4} \frac{l}{c}  \tag{41}\\
& C_{2}=\frac{Y_{0}}{2 \omega_{0}}\left(\frac{\pi}{2}+n \pi\right)=\frac{Y_{0}}{4} \frac{l}{c} . \tag{42}
\end{align*}
$$

If $l$ is made approximately equal to an even multiple of half wavelengths, the lattice of Fig. 10.9 is transformed into the lattice shown in Fig. 10•10.


Fig. 10.9.--Lattice equivalent of line with odd number of half wavelengths.


Fig. 10.10.-Lattice equivalent of line with even number of half wavelengths.

Notice that one lattice can be obtained from the other by interchanging the output terminals. In fact, Eqs. (20) and (21) show that

$$
\begin{align*}
& L_{1}=\frac{Z_{0}}{2} \frac{n \pi}{\omega_{0}}=\frac{Z_{0}}{4} \frac{l}{c}  \tag{43}\\
& C_{2}=\frac{Y_{0}}{2} \frac{n \pi}{\omega_{0}}=\frac{Y_{0}}{4} \frac{l}{c} . \tag{44}
\end{align*}
$$

10.2. Practical Limitations on the Use of Lines.-The technique of using sections of parallel wire or coaxial transmission line to approximate the behavior of lumped elements is relatively old. ${ }^{1}$ The older filters, however, were designed to operate at relatively low frequencies. During the war, the range of operation of these filters was extended to frequencies as high as $3 \times 10^{9} \mathrm{cps}$. At higher frequencies, the dimensions of con-
' See for example, the first reference listed in the hibliography at the end of the dhapter. Numbered superseripts in the text refer to the corresponding numbered .ferences of the bibliography.
ventional transmission lines become impractically small if the propagation of higher modes is to be prevented. This fact sets a limit to the range of application of filters employing sections of conventional transmission lines. It must be pointed out also that the stray effects due to geometrical discontinuities in a transmission line become rather important when the frequency of operation approaches the cutoff frequency of the $T E_{11}$-mode. For instance, it cannot be assumed that two lines having the same characteristic impedance but different dimensions can be joined without any reflection taking place. In practice, the stray effects become so important at frequencies of the order of $3 \times 10^{9} \mathrm{cps}$ that filters cannot be designed by purely theoretical means. Although empirical adjustments of the elements can compensate to a cortain extent for the stray effects, the actual characteristics of the filter are always somewhat different from the theoretical ones.

Another limitation to the field of application of filters using sections of lines is set by bandwidth considerations. Consider a prototype lowpass ladder structure with a cutoff frequency equal to 1 radian/sec and 1 -ohm terminations. It turns out that in any structure of this type the inductances measured in henrys and the capacitances measured in farads have values of the order of magnitude of unity. Let this structure be transformed into a bandpass filter with a bandwidth $w$ and a mean frequency $\omega_{0}$. Following the method discussed previously (see Sec. $9 \cdot 8$ ), cach inductance becomes a series-tuned circuit whose reactance function at the mean frequency $\omega_{0}$ has a slope of the order of magnitude of $2 / w$. Similarly each capacitance becomes a parallel-tuned circuit whose susceptance function at the mean frequency $\omega_{0}$ has a slope also of the order of magnitude of $2 / u$. For these tuned circuits, let lines of length equal to an odd number $(2 n+1)$ of quarter wavelengths at the mean frequency $\omega_{0}$ be substituted. The order of magnitude of the characteristic impedance of the open-circuited section of line which is substituted for any series-tuned circuit must be, according to Lq. (13),

$$
\begin{equation*}
Z_{0}=\frac{4}{\pi} \frac{\omega_{0}}{w} \frac{1}{(2 n+1)} . \tag{45}
\end{equation*}
$$

Similarly the order of magnitude of the characteristic admittance of the short-circuited section of line corresponding to any parallel-tuned circuit must also be, according to E.c. (12),

$$
\begin{equation*}
y_{u}^{\prime \prime}=\frac{4}{\pi} \frac{\omega_{0}}{w}\left(\frac{1}{n} \frac{1}{1)}=\frac{1}{Z_{0}^{\prime}} .\right. \tag{+6i}
\end{equation*}
$$

It follows that the ratio of the eharacteristic impedances of the two lines is

$$
\begin{equation*}
\frac{Z_{11}}{Z_{0}^{\prime}}=\left(\frac{4}{\pi} \frac{\omega_{n}}{w} \frac{1}{2 n+1}\right)^{2} . \tag{47}
\end{equation*}
$$

Note that the terminations of the filter are equal to 1 ohm , or in other words, that $Z_{0}$ and $Z_{0}^{\prime}$ are normalized with respect to the terminating impedances.

The difficulties involved in obtaining narrow bands, that is, large ratios of $Z_{0} / Z_{0}^{\prime}$, are obvious when it is remembered that the characteristic impedance of a coaxial line is directly proportional to the natural logarithm of the ratio of the diameters of the two conductors and inversely proportional to the square root of the dielectric constant of the medium filling the line. Ratios of $Z_{0} / Z_{0}^{\prime}$ as large as even 3 or 4 are difficult to obtain in practice without considerably increasing the losses of both lines. It follows that a large value of $\omega_{0} / w$ must be balanced by an almost equal value of $2 n+1$. Lines several wavelengths long are again impractical because of their inconvenient dimensions and their high losses. This bandwidth limitation may be circumvented by using loosely coupled cavity resonators instead of sections of lines. The techniques involved in this method of design will be discussed in Sec. 10•8. In practice, the upper limit for the ratio $\omega_{0} / w$ when sections of lines are used is about 10 .
10.3. Filters Employing Lines as Two-terminal Elements.-It is of historical interest to note that, except for the simple resonant cavity,

(a)


Fig. 10-11.-A low-pass filter with its lumped-element equivalent circuit.
low-pass filters were among the first to be required in the application of microwave techniques to radar. This circumstance arose from the fact that the efficient operation of crystal mivers requires the rejection of the third harmonic of the fundamental frequency to be received. Figure 10.11a illustrates the typical design of such a filter for a coaxial mixer input line. This filter, which consists of two reentrant line sections separated by a concentric condenser, is the coaxial embodiment of a simple constant-k prototype section whose equivalent lumped-constant analogue is represented schematically in Fig. 10.11b. This analogy obtains only at those frequencies for which the reentrant line sections are shorter than a quarter wavelength. At higher frequencies the reactances of the sections of line have poles and zeros that are not present in the lumped-element case and consequently the existence of spurious pass bands must he expected.

Let $\omega_{c}$ be the cutoff frequency of the lumped-element filter. The values of $L$ and $C$ given in Fig. $10 \cdot 11 \mathrm{~b}$ are obtained by properly transforming the prototype section of Fig. $9 \cdot 23 c$. The characteristic imped-


Fiti. 10.12.-Attenuation chararteristics of low-pass filter of Fig. 10.11a. ance of the reentrant lines is given by Eq. (9),

$$
\begin{equation*}
Z_{0}=L \frac{c}{l}=\frac{R}{\omega_{c}} \frac{c}{l} \tag{48}
\end{equation*}
$$

The capacitance $C$ may beassumed to be lumped if the width of the concentric condenser is small compared with $l$. Under these conditions the attenuation function behaves in the manner shown in Fig. 10.12. The actual cutoff frequency $\omega_{c}^{\prime}$ is somewhat smaller than $\omega_{c}$ because the reactance of the line is always larger than $\omega L$. A peak of infinite attenuation occurs when the length $l$ is a quarter wavelength. Since a spurious pass band appears when $l$ is a half wavelength, the length should be made as small as possible.

The drawing of Fig. $10 \cdot 11 a$ is scaled to dimensions suitable for a $\frac{7}{8}$-in., 46.2 -ohm coaxial line. Polystyrene filler is used in the concentric condensers to shorten the filter and to add mechanical rigidity. The measured insertion

lise. 10.13. - Rejection-hand characteristiry of filter of Fig. 10-11a. loss for this filter is shown in Fig. 10.13. The design formulas given above predict a cutoff frequency of $2860 \mathrm{Mc} / \mathrm{sec}$; the actually observed value corresponding to $3-\mathrm{dh}$ insertion loss is $2440 \mathrm{Mc} / \mathrm{sec}$. The discrepancy between the calculated


Fic. 10.14. Bandjans chararterintios of filter of Fig. 10.11a. and observed value arises in part from the approximation inherent in treating the sections of line as lumped inductances instead of as transmission lines; the remainder of the discrepancy may be arcounted for by the extra fringing capacity neglected in the design formulas. In practice, it is possible to compensate for such end effects by shaving down the length of the dielectric beads until the characteristic impedance of the filter matches the line.

Under these circumstances, the standing-wave characteristics in the pass band are shown in Fig. 10•14.

A high-pass analogue ${ }^{5}$ of the harmonic filter described above is shown in Fig. $10 \cdot 15$ together with its equivalent lumped circuit. As in the case of the low-pass filter, a shortcircuited line of length $l$ is substituted for the lumped inductance $L$. The characteristic impedance of this line is again given by

$$
\begin{equation*}
Z_{0}=L_{\bar{l}}^{c} \tag{49}
\end{equation*}
$$



The two concentric condensers may be treated as lumped capacitances if their length is much smaller than $l$. Otherwise they should be considered as open-circuited lines. In the former case, a spurious pass band appears when the length of the short-circuited


Fig. 10.15.-High-pass microwave filter and its equivalent lumped circuit. line becomes longer than a quarter wavelength. The attenuation, however, rises very slowly and hence the, insertion loss may remain small until the length of the line approaches one-half wavelength.


Fis. 10.16.-T wo-section high-pass filter and equivalent rircuit.

A two-section filter of this type is shown in Fig. 10.16. is scaled to dimensions suitable for a 50 -ohm coaxial line.

This drawing The filter was
intended to have a cutoff frequency of $900 \mathrm{Mc} / \mathrm{sec}$; at this frequency the insertion loss should be, theoretically, equal to 7 db [see Eqs. (9.129) and (9.141)]. Actually, as seen from Fig. 10•17, which illustrates the experimentally determined insertion loss of the filter, the cutoff frequency is about $680 \mathrm{Mc} / \mathrm{sec}$. As before, this large discrepancy is caused by the roughly approximate nature of the design equations. The insertion loss is less than 0.5 db over most of the frequency range from $800 \mathrm{Mc} / \mathrm{sec}$ to $4000 \mathrm{Mc} / \mathrm{sec}$. There is, however, a small hump of about 1 db occurring at $2700 \mathrm{Mc} / \mathrm{sec}$ approximately, the frequency for which the coaxial stubs are a quarter wavelength long.


Fig. 10.17.-Rejection-band characteristics of high-pass filter shown in Fig. 10.16.

The concentric condensers used in this filter are filled with Dilectene ( $k_{e}=3.5$ ) to provide mechanical rigidity and to reduce the over-all length of the filter. It will be noted that in the two-section filter, the center condenser is only one-half the size of the end condensers since it must be equal to two of the end condensers in series.

A group of filters that is somewhat analogous to the $m$-derived filters and suitable for the frequency range from $150 \mathrm{Mc} / \mathrm{sec}$ to 1000 $\mathrm{Mc} / \mathrm{sec}$ has been developed. These filters are typified by the use of lumped elements in the series arms of the ladder structure and coaxialline sections in the shunt arms. Since the coaxial lines are sufficiently long to be resonant near the pass band of the filter, they may be considered as a convenient means of building resonant impedances. As in the case of $m$-derived structures, these filters may be designed to have very sharp cutoffs, at some cost in the attenuation farther from the pass band. Moreover, the use of half sections at the two ends of the filter, combined with a proper choice of their frequencies of infinite attenuation, results in improved bandpass characteristics.

Lumped-element structures are used as guides in the design of these filters. The values of the elements, however, must be determined without making any approximations concerning the frequency behavior of the lines. More specifically, in order to obtain satisfactory bandpass characteristics, it is necessary to plot families of image-impedance curves
for various values of the design parameters. Attention must also be paid to the existence of superfluous pass bands arising from the repetitive dependence on frequency of the impedance of the coaxial lines.

It must be pointed out, however, that even when the above design procedure is followed, the neglect of the connecting-lead inductances and of the stray capacitances of the coils may result in small but appreciable differences between predicted and observed characteristics. Finally, the


Fitg. 10.18.-Four typical microwave filters employing lines as two-terminal elements.
incidental dissipation, which is not taken into account in the design, will smear the peaks of infinite attenuation and slightly increase the loss in the pass band.

The four types of filters that have been developed are schematically represented in Fig. 10.18 together with their attenuation functions. Type 1 is a low-pass filter obtained from a conventional $m$-derived section by substituting, in the shunt arm, a short-circuited line for the lumped inductance and an open-circuited line for the lumped capacitance. By properly transforming the prototype section of Fig. $9 \cdot 28 b$ to obtain a rutoff frequency $\omega_{c}$ and terminations equal to $R$, it is found for the lumped
element structure that

$$
\begin{gather*}
L_{1}=\frac{m R}{\omega_{c}}, \quad C_{2}=\frac{2 m}{R \omega_{c}}, \quad L_{2}=\frac{R}{2 \omega_{c}}\left(\frac{1}{m}-m\right)  \tag{50}\\
\omega_{\infty}=\frac{1}{\sqrt{L_{2} C_{2}}}=\omega_{c} \frac{1}{\sqrt{1-m^{2}}} .
\end{gather*}
$$

It follows that the characteristic impedances of the two lines must be, according to Eqs. (9) and (10),

$$
\begin{align*}
Z_{01} & =\frac{l_{1}}{c} \frac{1}{C_{2}}=\frac{l_{1}}{c} \frac{R \omega_{c}}{2 m}  \tag{51}\\
Z_{02} & =\frac{c}{l_{2}} \frac{R}{2 \omega_{c}}\left(\frac{1}{m}-m\right) . \tag{52}
\end{align*}
$$

If $l_{1}$ and $l_{2}$ are much smaller than one-quarter wavelength over the frequency band of interest, their actual values do not matter. If this is not the case, however, they must be selected in such a way that the actual cutoff frequency $\omega_{c}$ is kept unchanged. Consider the behaviors of $Z_{\text {och }}$ and $Z_{\text {seht }}$, that is, of the open-circuit and short-circuit impedances of one-half the actual network. Since $Z_{\text {och }}$ must vanish for $\omega=\omega_{c}$,

$$
\begin{equation*}
\cot \omega_{c} \frac{l_{1}}{c}-\frac{Z_{02}}{Z_{01}} \tan \omega_{c} \frac{l_{2}}{c}=\frac{\omega_{c} L_{1}}{2 Z_{01}}=m^{2} \frac{c}{\omega_{c} l_{1}} . \tag{53}
\end{equation*}
$$

But from Eqs. (51) and (52) the following expression is obtained:

$$
\begin{equation*}
\frac{Z_{02}}{Z_{01}}=\frac{c^{2}}{l_{1} l_{2} \omega_{c}^{2}}\left(1-m^{2}\right) . \tag{54}
\end{equation*}
$$

Equation (53) becomes, then,

$$
\begin{equation*}
\frac{\omega_{c} \frac{l_{1}}{c}}{\tan \omega_{r} \frac{l_{1}}{c}}-\left(1-m^{2}\right) \frac{\tan \omega_{c} \frac{l_{2}}{c}}{\omega_{c} \frac{l_{2}}{c}}=m^{2} \tag{55}
\end{equation*}
$$

This equation may be solved for $l_{1}$ when $l_{2}$ is given or vice versa. Attention must be paid to the fart that the frecuency at which $l_{2}$ becomes a quarter wavelength is the cutoff of a spurious pass band. Therefore, it is desirable to keep $l_{2}$ as small as possible. The constant $m$ is usually made equal to 0.6 since for this value the image impedance of the half section (midshunt impedance) is reasonably constant over the pass band.

The peak of infinite attenuation occurs when $Z_{\text {och }}=Z_{\text {sch }}$, that is, when the impedance of the shunt arm is equal to zero. Therefore,

$$
\begin{equation*}
\tan \omega_{\infty} \frac{l_{1}}{c} \tan \omega_{x} \frac{l_{2}}{c}=\frac{Z_{01}}{Z_{02}}=\frac{l_{1} l_{2} \omega_{c}^{2}}{c^{2}\left(1-m^{2}\right)} . \tag{56}
\end{equation*}
$$

It is interesting to note that $\omega_{\infty}$ depends on the product $l_{1} l_{2}$. Equations (55) and (56) can be solved approximately by using the first two or three terms of the series expansions of the tangents. The propagation function of the filter is given by the expression

$$
\begin{align*}
\gamma=2 \tanh ^{-1} \sqrt{\frac{Z_{\mathrm{sch}}}{Z_{\mathrm{och}}}}= & 2 \tanh ^{-1}\left\{1-\frac{2 Z_{01}}{\omega_{c} L_{1}} \frac{\omega_{c}}{\omega}\right. \\
& {\left.\left[\cot \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l_{1}}{c}\right)-\frac{Z_{02}}{Z_{01}} \tan \left(\begin{array}{c}
\omega \\
\omega_{c} \\
\omega_{c} l_{2} \\
c
\end{array}\right)\right]\right\}^{-1 / 2} } \tag{57}
\end{align*}
$$

The image impedance of the midshunt $\Pi$-section is

$$
\begin{align*}
& Z_{t}^{\prime}=\sqrt{Z_{\mathrm{och}}^{\prime} Z_{\mathrm{sch}}^{\prime}}=2 Z_{01}\left[\cot \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l_{1}}{c}\right)-\frac{Z_{02}}{Z_{01}} \tan \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l_{2}}{c}\right)\right] \\
&\left\{\frac{2 Z_{01}}{\omega_{c} L_{1}} \frac{\omega_{c}}{\omega}\left[\cot \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l_{1}}{c}\right)-\frac{Z_{02}}{Z_{01}} \tan \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l_{2}}{c}\right)\right]-1\right\}^{-1 / 2} \tag{58}
\end{align*}
$$

Filter No. 2 of Fig. 10.18 is derived from a conventional low-pass constant- $k$ section by substituting open-circuited lines for the shunt capacitances. However, if the length $l$ of the line has its quarter-wave resonance at a frequency $\omega_{\infty}$ slightly larger than the cutoff frequency $\omega_{c}$, the frequency behavior of the filter becomes similar to the one of an $m$-derived section. The proper design procedure consists of making the cutoff frequency and the frequency of infinite attenuation of the actual filter coincide with $\omega_{c}$ and $\omega_{\infty}$ of the $m$-derived lumped-element section. The following expression is, then, obtained:

$$
\begin{align*}
\omega_{c} \frac{l}{c} & =\frac{\pi}{2} \frac{\omega_{c}}{\omega_{\infty}}  \tag{59}\\
Z_{0} & =\frac{\omega_{c} L}{2}-\tan \omega_{c} \frac{l}{c} \tag{60}
\end{align*}
$$

The image impedance of the filter at zero frequency may be made equal to any desired value $R$, usually the impedance of the terminations. In this case,

$$
\begin{equation*}
\left(Z_{\mathrm{obh}} Z_{\mathrm{och}}\right)_{\omega=0}=2 Z_{0} \frac{c}{l} L=R^{2} . \tag{61}
\end{equation*}
$$

Equations (59), (60), and (61) yield

$$
\begin{align*}
& \frac{Z_{0}}{R}=\frac{1}{2} \sqrt{\frac{\omega_{c} l}{c} \tan \omega_{c} \frac{l}{c}}=\frac{1}{2} \sqrt{\frac{\pi}{2} \frac{\omega_{c}}{\omega_{\infty}} \tan \frac{\pi}{2} \frac{\omega_{c}}{\omega_{\infty}}}  \tag{62}\\
& \frac{L}{R}=\frac{1}{\omega_{c}} \sqrt{\frac{\omega_{c} l / c}{\tan \omega_{c} l / c}}=\frac{1}{\omega_{c}} \sqrt{\frac{\pi}{2} \frac{\omega_{c}}{\omega_{\infty}} \cot \frac{\pi}{2} \frac{\omega_{c}}{\omega_{\infty}}} \tag{63}
\end{align*}
$$

where, for the $m$-derived section, the ratio $\omega_{c} / \omega_{\infty}$ is equal to $\sqrt{1-m^{2}}$. In the case of lumped-element sections, $m$ must be made equal to approxi-
mately 0.6 in order to obtain a well-behaved image impedance for the midshunt half section. In the present case a somewhat smaller value of $m$, approximately 0.55 , may be used. The first spurious pass band starts at the frequency at which $l$ becomes equal to one-half wavelength, that is, at a frequency equal to $2 \omega_{\infty}$. For this filter, the propagation function is given by

$$
\begin{equation*}
\gamma=2 \tanh ^{-1} \sqrt{\frac{\bar{Z}_{\mathrm{ocb}}}{Z_{o \mathrm{ch}}}}=2 \tanh ^{-1}\left[1-\frac{2 Z_{0}}{\omega_{c} L} \frac{\omega_{c}}{\omega} \cot \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l}{c}\right)\right]^{-3 /}, \tag{64}
\end{equation*}
$$

and the image impedance of the midshunt II-section is

$$
\begin{equation*}
Z_{I}^{\prime}=\sqrt{\bar{Z}_{\mathrm{och}}^{\prime} Z_{\mathrm{seh}}^{\prime}}=2 Z_{0} \cot \left(\frac{\omega}{\omega_{c}} \frac{\omega_{r} l}{c}\right)\left[\frac{2 Z_{n}}{\omega_{0} L} \frac{\omega_{c}}{\omega} \cot \left(\frac{\omega}{\omega_{c}} \frac{\omega_{c} l}{c}\right)-1\right]^{-3 / 2} . \tag{65}
\end{equation*}
$$

Filter No. 3 is derived from a bandpass constant- $k$ section by substituting for the tuned circuit in the shunt arm an open-circuited section of line resonating at the mean frequency $\omega_{0}$. By properly transforming the prototype low-pass structure into a bandpass filter with a mean frequency $\omega_{0}$, a bandwidth $w$, and terminations equal to $R$, the following expressions are obtained for the lumped elements

$$
\begin{equation*}
L_{1}=\frac{R}{w}, \quad C_{2}=\frac{2}{R w}, \quad \omega_{0}=\frac{1}{\sqrt{L_{1} C_{1}}}=\frac{1}{\sqrt{L_{2} C_{2}}} . \tag{66}
\end{equation*}
$$

The length of the line is given, obviously, by

$$
\begin{equation*}
\frac{\omega_{0} l}{c}=\pi . \tag{67}
\end{equation*}
$$

The characteristic impedance of the line must be, aceording to Eqs. (16) and (66),

$$
\begin{equation*}
Z_{0}=\frac{\pi}{2 C_{v \omega_{0}}}=R \frac{\pi}{\frac{\pi}{4}} \frac{w}{\omega_{0}} . \tag{68}
\end{equation*}
$$

If $\omega_{1} / w$ is relatively small the actual bandwidth of the filter becomes somewhat smaller than $w$ and can be computed as the difference between the frequencies at which $Z_{\text {owh }}$ is equal to zero.

Peaks of infinite attenuation occur at the frequencies for which $l$ is one-quarter and three-quarters wavelength. In spite of this fact, the filter can hardly be considered of the $m$-derived type since these frequencies are determined entirely ly the mean frequency $\omega_{i j}$, being equal to $\omega_{0} / 2$ and $\frac{3}{2} \omega_{1}$. However, the image impedance of the midshunt II-section is somewhat flatter than the image impelance of the corresponding lumped-element section, although it.s behavior cannot be adjusted independently of $\omega_{11}$ and $w$. This image impedance is

$$
\begin{equation*}
Z_{1}^{\prime}=\sqrt{Z_{\mathrm{och}}^{\prime} Z_{\mathrm{sch}}^{\prime}}=2 Z_{0} \cot \left(\pi \frac{\omega}{\omega_{0}}\right)\left[\frac{\left.2 Z_{0} \frac{\omega_{0}}{\omega_{0} L} \frac{\cot \pi \frac{\omega}{\omega}}{1-\left(\frac{\omega_{0}}{\omega}\right)^{2}}-1\right]^{-1 / 2} . . . . ~ . ~ . ~}{1-2} .\right. \tag{69}
\end{equation*}
$$

The propagation function is, similarly,

Spurious pass bands start at frequencies equal to $2 \omega_{0}, 3 \omega_{0}, 4 \omega_{0}$, etc.
Filter No. 4 is derived from a lumped-element structure which is not of any conventional type. It has bandpass characteristics without any superfluous low-pass band. Its main advantage is that there are no condensers in the series arms. This fact makes it particularly suitable for use at high power levels. For design data on this filter, the reader is referred to the original report by Mode and Nosker. ${ }^{7}$

The filter of Fig. $10 \cdot 19$ will be examined in detail to illustrate the practical design procedure. This filter is intended to operate between 50 -ohm terminations, to have a pass band from 220 to 260 Mc/sec, and rejection bands from 165 to $215 \mathrm{Mc} / \mathrm{sec}$ and from 275 to $375 \mathrm{Mc} / \mathrm{sec}$. In order to obtain such characteristics, a Type 2 lowpass filter is used in tandem with

Fig. 10.19.-Filter composed of five sections of Type 2 and five sections of Type 3.
 a Type 3 bandpass filter. The sharp cutoff of the low-pass filter is used to eliminate the high-frequency portion of the pass band of the Type 3 filter where the image impedance is varying rapidly with frequency. Furthermore, the Type 2 filter increases the amount of attenuation obtainable per section far from the pass band. The resulting filter is composed of five coaxial lines making up the bandpass filter and five coaxial lines composing the low-pass filter. The two sets of lines
form a fasces which is bound in a cylindrical tube 21 by 3 in . OD. The lines are interconnected by a centrally located coaxial line.

The schematic diagram for the low-pass unit is shown in Fig. 10.20. The filter consists of four II-sections. The $A$ lines are made from a pipe $\frac{3}{8}$ in. in diameter with $\frac{1}{16}$-in. inner conductors. These lines have a characteristic impedance of 111 ohms and are 8 in . in length. The $B$ lines are made from $\frac{3}{8}$-in. tubing with center conductors $\frac{5}{32}$ in. in diameter. Their characteristic impedance is 55.5 ohms and their length is also 8 in .


Fig. 10.20.-Low-pass unit of filter shown in Fig. 10.19.
The schematic diagram for the bandpass unit is shown in Fig. 10.21. The filter consists of four $\Pi$-sections. The $A$ lines are $\frac{5}{16}-\mathrm{in}$. ID tubings with $\frac{1}{32}$-in. OD center conductors. In this case $Z_{0}=139 \mathrm{ohms}$. The lines are $13 \frac{13}{16}$ in. long. The $B$ lines, having a characteristic impedance of 69.5 ohms , are obtained from $\frac{7}{16}-\mathrm{in}$. ID tubing and $\frac{1}{8}-\mathrm{in}$. OD rods. Their length is equal to that of the $A$ lines.

The theoretical curve for the attenuation function and the experimental curve for the insertion loss of this filter are compared in Fig. 10•22. It is not unusual to encounter 10 per cent discrepancies between theoretical and experimental results if allowance is not made for junction effects.


Fig. 10•21.-Bandpass unit of filter shown in lig. 1019.
10-4. Filters Employing Lines as Four-terminal Elements.-A number of other filters employing sections of lines have been developed. A comprehensive survey including the types shown in Fig. 10.23 can be found in a report by P. Richards. ${ }^{3}$ Reference should also be made to a much earlier survey by Mason and Sykes. ${ }^{1}$ Four of these filters will be analyzed in some detail as illustrations of the design technique.

Some of the sections shown in Fig. $10 \cdot 23$ make use of lines as two-terminal-pair networks. These sections are used in some cases in combinations with sections of different types to provide mechanical
spacing. In other cases they are used to suppress undesired pass bands resulting from the periodicity of transmission-line impedances. The resulting filters cannot be analyzed by means of the image parameters of the individual sections because the image impedances of different sections are not, in general, equal. In such a case, the advantages of the image-parameter method of analysis disappear, and instead of computing the image parameters of the whole filter it is often just as easy to compute the elements of the Qosed matrix (see Sec. 9•1) by multiplying the corres-


Fig. 10.22.-Comparison of observed insertion loss and computed attenuation characteristic of filter shown in Fig. 10•19.
ponding matrices of the individual sections. The insertion loss of the filter can be found readily from this matrix as shown in Sec. 9.3. A rough estimate of the attenuation function of the whole filter can sometimes, but not always, be obtained simply by adding the attenuation functions of the individual sections. The warning is necessary, however, that this method, which is correct when matched conditions exist at the junctions of different sections, may be misleading when mismatches are present. It may happen, for instance, that the whole filter has a pass band where the individual sections have an attenuation band. The physical meaning of this phenomenon is that the reflection from one section may cancel partially or totally the reflection from another section. Because of these considerations, the parameters $\mathscr{B C D}$ for the individual sections will be
given together with the design formulas although they are not used in the following discussion.


Fig. 10.23.- Four filter types and their attemation chararteristies.
Filter No. 1 (T-section) is derived from the constant-k bandpass section of Fig. $10 \cdot 24$. Let $w$ be the bandwidth and $\omega_{11}$ the mean frequency. A short-circuited line of characteristic impedance $Z_{01}$ and
length $2 l$ is substituted for the series arm, and a short-circuited line of characteristic impedance $Z_{02}$ is substituted for the shunt arm. The length $l$ is given by the expression

$$
\begin{equation*}
\frac{\omega_{0} l}{c}=\frac{\pi}{2} . \tag{71}
\end{equation*}
$$

With reference to Fig. $10 \cdot 24 a$ and using Eqs. (16) and (20), it is found for $Z_{01}$ and $Z_{02}$ that

$$
\begin{equation*}
Z_{0_{1}}=\frac{2 R}{\pi} \frac{\omega_{0}}{w}, \quad Z_{02}=\frac{R \pi}{8} \frac{w}{\omega_{0}} . \tag{72}
\end{equation*}
$$

The ratio of the characteristic impedances is then

$$
\begin{equation*}
\frac{Z_{01}}{Z_{02}}=\left(\frac{4}{\pi} \frac{\omega_{0}}{w}\right)^{2} . \tag{73}
\end{equation*}
$$

These design equations are satisfactory when the ratio $w / \omega_{0}$ is much smaller than $\frac{1}{2}$. If this is not the case, the actual bandwidth


Fig. 10-24.-Constant- $k$ bandpass section. will be appreciably smaller. The proper design equations may befound by computing the cutoff frequencies of the filter as the frequencies for which $Z_{\text {och }}$ is equal to zero. After proper manipulations, the following expres-


Fig. 10-25.-Insertion loss of filter Type 1 shown in Fig. 10.23. sion is obtained:

$$
\begin{equation*}
\frac{Z_{01}}{Z_{02}}=\cot ^{2}\left(\frac{\pi}{4} \frac{w}{\omega_{0}}\right)-1=2\left[\sec \left(\frac{\pi}{2} \frac{w}{\omega_{0}}\right)-1\right]^{-1} \tag{74}
\end{equation*}
$$

Furthermore, imposing the condition

$$
Z_{\mathrm{och}} Z_{\mathrm{scb}}=R^{2}
$$

at the mean frequency " $\omega_{0}$ yields the equation

$$
\begin{equation*}
Z_{01} Z_{02}=\left(\frac{R}{2}\right)^{2} \tag{75}
\end{equation*}
$$

Equations (74) and (75) together with Eq. (71) provide all the necessary design equations. It must be added, however, that because the impedance of the line in the series arms becomes infinite for $\omega=\omega_{0} / 2$ and $\omega=\frac{3}{2} \omega_{0}$, there is a peak of infinite attenuation on each side of the pass band. However, since the locations of these peaks obviously cannot be controlled, the filter can hardly be considered to be of the $m$-derived type. The propagation function is

$$
\begin{equation*}
\gamma=2 \tanh ^{-1} \sqrt{\overline{Z_{\text {sch }}}}=2 \tanh ^{-1}\left[1+\frac{Z_{2}}{Z_{1}}\left(1-\tan ^{2} \frac{\pi}{2} \frac{\omega}{\omega_{0}}\right)\right]^{-1 / 6} . \tag{76}
\end{equation*}
$$

Table 10.1.—Matrix Elements for Filter Section of Fig. 10.23

|  | T | п | L |
| :---: | :---: | :---: | :---: |
| a | $1+\frac{Z_{01}}{Z_{02}}\left(1+\sec \pi \frac{\omega}{\omega_{0}}\right)$ | $1+\frac{Z_{01}}{Z_{02}}\left(1+\sec \pi \frac{\omega}{\omega_{0}}\right)$ | $1+\frac{1}{2} \frac{Z_{01}}{Z_{02}}\left(1+\sec \pi \frac{\omega}{\omega_{0}}\right)$ |
| © | $j 2 Z_{01} \tan \pi \frac{\omega}{\omega_{0}}\left[1+\frac{1}{2} \frac{Z_{01}}{Z_{02}}\left(1+\sec \pi \frac{\omega}{\omega_{0}}\right)\right]$ | $j 2 Z_{01} \tan \pi \frac{\omega}{\omega_{0}}$ | ${ }_{j} Z_{01} \tan \pi \frac{\omega}{\omega_{0}}$ |
| C | $\begin{equation*} -j \frac{1}{Z_{02}} \cot \frac{\pi}{2} \frac{\omega}{\omega_{0}} \tag{80} \end{equation*}$ | $-j \frac{1}{Z_{02}} \cot \frac{\pi}{2} \frac{\omega}{\omega_{0}}\left[1+\frac{1}{2} \frac{Z_{01}}{Z_{02}}\left(1+\sec \pi \frac{\omega}{\omega_{0}}\right)\right]$ | $-j \frac{1}{2 Z_{02}} \cot \frac{\pi}{2} \frac{\omega}{\omega_{0}}$ |
| $\mathfrak{D}$ | a | Q | 1 |

An experimental curve is reproduced in Fig. 10.25 showing the insertion loss of one L-section, that is of one half of the filter shown in Fig. 10-24. Table $10 \cdot 1$ gives the matrix components for Filter No. 1 (T-section) and for the II- and L-sections derived from it.

Filter No. 2 in Fig. 10.23 is obtained from the $m$-derived $\Pi$-section shown in Fig. 10.26a. The series arm of the section is transformed into a series combination of two resonant circuits tuned to the frequencies of infinite attenuation $\omega_{\infty_{1}}$ and $\omega_{\infty_{2}}$, as shown in Fig. 10-26b. These two frequencies occur on opposite sides of the pass band. Two short-circuited lines of length

$$
\begin{equation*}
l=\frac{\pi c}{2 \omega_{0}} \tag{77}
\end{equation*}
$$

are substituted for the shunt arm. The characteristic impedance of these lines must be

$$
\begin{equation*}
Z_{01}=\frac{1}{2 C_{1}} \frac{l}{c}=\frac{R \pi}{4 m} \frac{w}{\omega_{0}} . \tag{78}
\end{equation*}
$$

In the series arm two short-circuited lines of length $l_{1}$ and $l_{2}$ are substituted for the two resonant circuits. Then,

$$
\begin{equation*}
l_{1}=\frac{\pi c}{2} \frac{\omega_{x_{1}}}{\omega_{2}} ; \quad l_{2}=\frac{\pi c}{2 \omega_{\infty_{2}}} . \tag{79}
\end{equation*}
$$

For filters with a reasonably narrow band the following approximation can be made:

$$
l_{1}+l_{2}=2 l .
$$

It follows that the two lines must have the same characteristic impedance $Z_{02}$, since for $\omega=\omega_{0}$ the sum of their impedances must be equal to zero.

The quantity $Z_{02}$ can be found by equating the slope of the reactance of the shunt arm at the mean frequency to $2 L_{2}$, that is, to the corresponding value for the lumped network. Thus, it is required that

$$
\begin{equation*}
Z_{02}\left[\frac{d}{d \omega}\left(\tan \omega \frac{l_{1}}{c}+\tan \omega \frac{l_{2}}{c}\right)\right]_{\omega=\omega_{0}}=\frac{\frac{\pi}{\omega_{0}} Z_{02}}{\sin ^{2} \frac{\pi}{4} \frac{\omega_{\infty}}{\omega_{0}}}=2 L_{2} \tag{81}
\end{equation*}
$$

where $w_{\infty}=\omega_{\infty_{2}}-\omega_{\infty_{2}}$; whence it follows that

$$
\begin{equation*}
Z_{02}=\frac{2 \omega_{0}}{\pi} L_{2} \sin ^{2} \frac{\pi}{4} \frac{w_{\infty}}{\omega_{0}}=\frac{4 m R}{\pi} \frac{\omega_{0}}{w} \sin ^{2} \frac{\pi}{4} \frac{w_{\infty}}{\omega_{0}} . \tag{82}
\end{equation*}
$$

For small values of $w_{\infty} / \omega_{0}$ this equation reduces to

$$
\begin{equation*}
Z_{02}=m R \frac{\pi}{4} \frac{w}{\omega_{0}}\left(\frac{w_{\infty}}{w}\right)^{2}=R \frac{\pi}{4} \frac{m}{1-m^{2}} \frac{w}{\omega_{0}} . \tag{83}
\end{equation*}
$$

Equations (77), (78), (79), (80), and (83) form a complete set of design equations in the case of narrow-band filters. For larger values of $w / \omega_{0}$


Fig. 10.26.-Two equivalent forms of $m$-derived bandpass filter.
the same equations may be used, but some disagreements must be expected between actual and predicted characteristics.

The components of the \&BCD matrix are

$$
\begin{aligned}
& a=1+\frac{Z_{00}}{Z_{01}} \frac{\tan \omega \frac{l_{1}}{c}+\tan \omega \frac{l_{2}}{c}}{\tan \omega \frac{l}{c}}=\mathfrak{D}, \\
& \mathbb{B}=j Z_{02}\left(\tan \omega \frac{l}{c}+\tan \omega \frac{l_{2}}{c}\right), \\
& \mathbb{C}=-j \frac{2 Z_{01} \tan \omega \frac{l}{c}+Z_{02}\left(\tan \omega \frac{l_{1}}{c}+\tan \omega \frac{l_{2}}{c}\right)}{Z_{01} Z_{02} \tan \frac{\omega l}{c}\left(\tan \omega \frac{l_{1}}{c}+\tan \omega \frac{l_{2}}{c}\right)} .
\end{aligned}
$$

Spurious pass bands are centered at frequencies $3 \omega_{0}, 5 \omega_{0}$, etc. The characteristics of the filter, however, are not periodic functions of $\omega$. For instance, the difference between the frequencies of infinite attenuation bracketing the pass band centered at $3 \omega_{0}$ is $\frac{3}{2} \omega_{\infty}$. For further discussion of filters of this type, the reader is referred to the original paper by Richards. ${ }^{3}$

The measured insertion loss for a filter of this type is compared in


Fig. 10.27.-Insertion loss of filter Type 2 shown in Fig. 10.23. Fig. $10 \cdot 27$ with the predicted attenuation function; except for the anomalous bump in the pass band the agreement is good. Part of the discrepancy, particularly near the frequencies of infinite attenuation, is caused by incidental dissipation. The bump in the pass band is inexplicable, unless it arises from spurious effects introduced by the test procedure.

Filter No. 3 may be considered as a high-pass filter derived from the lumped-element structure in Fig. $10 \cdot 28$. The cutoff frequency for this filter coincides with the zero of $Z_{\text {sch }}$, that is, with the resonance frequency of $L_{1}$ and $C$. The image impedance for $\omega=\infty$ is made equal to the terminating resistance $R$. The design equations are then

$$
\begin{align*}
\omega_{c}^{2} & =\frac{1}{L_{1} C}  \tag{84}\\
R^{2} & =L_{1} \frac{C_{1}+C}{C_{1} C} . \tag{85}
\end{align*}
$$

A section of a line of characteristic impedance $Z_{0}$ and length $2 l$ is
 then substituted for the lattice. From Fqs. (37) and (38) it is found that

$$
\begin{equation*}
L_{1}=Z_{0} \frac{l}{c} ; \quad C_{1}=\frac{1}{Z_{0}} \frac{l}{c} . \tag{86}
\end{equation*}
$$

Equations (84), (85), and (86) then yield, for $\omega_{c} l / c \ll 1$,

$$
\begin{align*}
Z_{0} & =R  \tag{87}\\
\omega_{c} C & =\frac{1}{\bar{R}} \frac{c}{\omega_{c} l} . \tag{88}
\end{align*}
$$

The length $l$ is arbitrary but must be made short compared with a quarter
wavelength over the frequency band of interest. When this condition is satisfied, the behavior of the actual filter approximates closely the behavior of the lumped-element network. On the other hand, if this condition is not satisfied, the behavior of $Z_{\text {och }}$ and $Z_{\text {sch }}$ must be examined for the actual filter. It is easy to show that the exact value of the cutoff frequency $\omega_{c}$ is given by the expression

$$
\begin{equation*}
Z_{o \omega_{c} C \tan \omega_{c} \frac{l}{c}=1 \quad \text { for } \omega_{c} \frac{l}{c}<\frac{\pi}{2} . . . .} \tag{89}
\end{equation*}
$$

The impedance $Z_{0}$ can still be made equal to the terminating impedance $R$, since it is well known that under these conditions there is always a frequency at which the reflections arising from the two condensers cancel each other and perfect transmission results.


Fig. 10.29.-A practical form of filter Type 3 shown in Fig. 10-23.
Spurious attenuation bands appear between the frequencies at which l becomes equal to an integral number $n$ of quarter wavelengths and the frequencies at which Eq. (89) is satisfied for $(n-1) \frac{\pi}{2}<\frac{\omega_{c} l}{c}<n \frac{\pi}{2}$. It follows that this filter may be used also as a bandpass filter.

For the components of the QBCDD matrix it is found that

$$
\left.\begin{array}{l}
\mathbb{A}=\frac{1}{\omega C Z_{0}} \sin \frac{2 \omega l}{c}+\cos \frac{2 \omega l}{c},  \tag{90}\\
\mathbb{B}=j\left[Z_{0}\left(1-\frac{1}{\omega^{2} C^{2} Z_{0}^{2}}\right) \sin \frac{2 \omega l}{c}-\frac{2}{\omega C} \cos \frac{2 \omega l}{c}\right] \\
\mathcal{C}=j{ }_{Z_{0}}^{1} \sin \frac{2 \omega l}{c}, \\
\mathbb{D}=\frac{1}{\omega C Z_{0}} \sin \frac{2 \omega l}{c}+\cos \frac{2 \omega l}{c} .
\end{array}\right\}
$$

A practical design for a filter of this type is shown in Fig. 10-29. It consists of a coaxial line with polystyrene filler between the inner and outer conductors. The inner conductor is broken periodically and the sections thus formed are spaced with Dilectene washers to form series capacitances. The capacitances of the first and last condensers are equal to $C$ whereas the capacitances of the other seven condensers are equal to $C / 2$. The filter consists, thus, of eight prototype sections. The experimentally determined insertion loss for this filter is shown in Fig. 1030.

Filter No. 4 in Fig. $10 \cdot 23$ may be derived from the low-pass filter shown in Fig. 10.31. The cutoff frequency $\omega_{c}$ of this filter coincides with the zero of $Z_{\text {och }}$, that is, with the resonance frequency of $L_{2}$ and $C_{1}$. The zero-frequency image impedance is made equal to the terminating resistance $R$. Under these conditions, the design equations are

$$
\begin{align*}
& \omega_{c}^{2}=\frac{1}{L_{2} C_{1}}  \tag{91}\\
& R^{2}=\frac{L_{1}+L_{2}}{C_{1}} . \tag{92}
\end{align*}
$$

Note that the attenuation never becomes infinite; however, the image impedance, and consequently the insertion loss, become infinite for


1'ig. 10.30.-Insertion loss of filter shown in Fig. 10•29. $\omega=\infty$.

The corresponding microwave filter is designed by substituting a line of characteristic impedance $Z_{01}$, and of length $2 l$ for the lattice, and a short-circuited line of characteristic impedance $Z_{02}$ and of length $l$ for the series inductance. Then

$$
\begin{gather*}
L_{1}=Z_{01} \frac{l}{c}, \quad C_{1}=\frac{1}{Z_{01}} \frac{l}{c}, \\
L_{2}=Z_{02} \frac{l}{c} \tag{93}
\end{gather*}
$$

or

$$
\begin{aligned}
& Z_{01}=\sqrt{\frac{L_{1}}{C_{1}}} \\
& \frac{Z_{02}}{Z_{01}}=\left(\frac{\omega_{c} l}{c}\right)^{2} .
\end{aligned}
$$

According to Eq . (92), the result is

$$
R^{2}=Z_{01}\left(Z_{01}+Z_{02}\right) .
$$

However, if $\omega_{c} l / c$ is small compared with unity, that is, if $l$ is much smaller than one-quarter wavelength for $\omega=\omega_{c}$, the design can be simplified by letting $Z_{01}=R$. This will change the loss in the pass band somewhat; as a matter of fact, it will tend to improve the characteristics of the filter since perfect transmission will be obtained not only at zero frequency but also at the frequency for which the image impedance is equal to $R$.

Note that all the lumped elements have been effectively replaced by sections of line of equal length $l$. It follows, aceording to the discussion in See. $10 \cdot 1$, that the frequency characteristics of the microwave filter
can be obtained without any approximations from the corresponding functions for the lumped-element filter by simply substituting $\tan \omega^{\prime} \frac{l}{c}$ for $\omega$. Thus the resulting functions have a period equal to $\pi \frac{c}{l}$, as shown in Fig. 10.23. The components of the QBED matrix can be obtained from Eq . (90) by substituting $Z_{01}$ for $Z_{0}$ and $Z_{02} \tan \frac{\omega l}{2}$ for $-\frac{1}{\omega C}$.

Other types of filters, similar to the one discussed above, can be designed without difficulty. For further discussion of these filters, the reader is referred to the
 original report by Richards. ${ }^{3}$
10.5. Waveguide Filters.-It may be noted that no waveguide filter has been described up to this point. Theoretically speaking, the behavior of hollow-pipe waveguides is so similar to the behavior of conventional transmission lines that one might expect to find waveguide filters analogous to the broadband filters discussed in the preceding section. No such filters, however, have ever been built for a number of reasons.

First of all, a waveguide is intrinsically a high-pass filter. Low-pass filters are thus excluded, and the need for any high-pass filter other than a simple section of guide is rather improbable. The characteristics of guides as high-pass filters are discussed below. In the sefond place, it would be rather difficult to design filters employing sections of waveguides as elements because of the junction effects. These junction effects, which in general can be minimized in the case of conventional transmission lines, become of paramount importance in the case of waveguides. It follows that not only does any theoretical design become worthless, but even the mathematical analysis of a given system becomes impossible to perform. In the case of narrow-band filters, however, the difficulties arising from the use of waveguides are easily overcome, as will be shown later.

In view of this situation, it is fortunate, indeed, that waveguide filters very seldom require a broad pass band. TR switches are the only broadband filters ever built. Even in this case, the design procedure for narrow-band filters is applicable. The fact that broadband filters are seldom needed becomes clear when one considers that the absolute frequency band required to transmit a given intelligence is independent of the frequency of the carrier. It follows immediately that the same intelligence that requires, for instance, a 10 per cent band at $300 \mathrm{Mc} / \mathrm{sec}$ will require only a 1 per cent band at $3000 \mathrm{Mc} / \mathrm{sec}$.

It seems worth while to discuss the behavior of waveguides as highpass filters in more detail. Below a certain critical frequency, an exciting field in a waveguide will die out exponentially according to the law $E=E_{0} e^{-\alpha x}$ where $E_{0}$ is the amplitude of the field at the point of excitation and $x$ is the distance from this point to the point of measurement. The threshold frequency for this phenomenon is known as the "cutoff frequency" and depends on the geometry of the waveguide and the particu-


Fig. 10.32.-Attenuation below cutoff in a waveguide. lar mode excited. In the following discussion, attention will be confined to the damping of dominant modes in rectangular and circular waveguide.

The attenuation function is given in all cases by

$$
\alpha=8.69 \sqrt{\left(\frac{2 \pi}{\lambda_{c}}\right)^{2}-\left(\frac{2 \pi}{\lambda}\right)^{2}}
$$

$\mathrm{db} /$ meter
where $\lambda$ and $\lambda_{c}$ are, respectively, the free-space wavelength and the cutoff wavelength in meters. It should be recalled that this attenuation is not a consequence of dissipation of a traveling wave, but is attenuation by reflection just as in the case of nondissipative filters.

It is clear from the foregoing equation that the maximum obtainable attenuation is $54.6 / \lambda_{c} \mathrm{db} /$ meter. For the $T E_{10}$-mode in rectangular waveguide $\lambda_{c}=2 a$, where $a$ is the wide dimension of the guide; for the $T E_{11}$-mode in circular waveguide, $\lambda_{c}=3.41 r$, where $r$ is the radius of the guide.

Figure 10.32 gives a normalized plot of the attenuation function as a function of $\lambda_{c} / \lambda$. It is apparent from this graph that any device that alters $\lambda_{c}$ will change the cutoff frequency. Thus, for instance, a variable cutoff high-pass filter can


Fig. 10.33.-High-pass filter constructed from a tapered rectangular waveguide. be obtained by placing in the guide a thin, longitudinal dielectric or metallic slab which can be moved across the waveguide. A method of obtaining the same result by means of a variable-width guide has been described by Wadey. ${ }^{4}$

The insertion loss of a section of guide differs from the total attenuation of the section and depends on the source and load impedances just as in the case of conventional filters. Tapers are used in most cases to
match the input and output guides to the attenuating section as shown in Fig. 10.33. However, a perfect match can never be obtained because the guide wavelength approaches infinity when the frequency approaches


Fig. 10-34.-Behavior of tapered waveguide near cutoff frequency.
its cutoff value. Figure 10.34 gives typical data on a filter section of this type.

## FILTERS EMPLOYING DIRECT-COUPLED CAVITY RESONATORS

It has been pointed out that the use of lines in filter design is limited by the values of characteristic impedances obtainable in practice. More specifically, it is not practical to build narrow-band filters employing lines, inductances, and capacitance, exclusively. A similar situation arises also in connection with lumped-element filters because of practical limitations on the size of the elements. In the latter case, the difficulty is overcome by transforming the network, usually a ladder structure, into a cascade of resonant circuits loosely coupled through mutual inductances. As an example, consider the bandpass section of the constant-k type shown in Fig. 10.35a. This filter is designed for a mean frequency $\omega_{0}$, a bandwidth $w$, and terminating impedances equal to $R$. With reference to the design equations given in Fig. $10 \cdot 35 a$, it is obviously difficult to build inductances and capacitances of the widely different sizes required for a 1 per cent bandwidth, that is, for a ratio $\omega_{0} / w$ equal to 100.

To circumvent this difficulty the network is transformed into the
equivalent structure shown in Fig. $10 \cdot 35 b$. The reader who is not familiar with the details of this transformation procedure is referred to Chap. 4, Sec. 6, of Communications Networks by E. A. Guillemin. The equivalence of the two structures as two-terminal-pair networks can be checked without difficulty, however, by computing the impedances $Z_{\text {och }}$ and $Z_{\text {sch }}$. In the transformed network, all the inductances have the same value, and the ratio $C_{3} / C_{1}$ is only 2 . If $L_{1}$ is still too large, the impedance level of the whole network may be changed by means of ideal transformers or, in practice, by means of two suitable matching networks. This method of designing narrow-band lumped-clement filters leads to a solution of the analogous problem in the case of microwave filters. Cavity resonators are known to behave, in the vicinity of a resonance frequency, like simple resonant circuits. It follows that a possible microwave realization of a narrow-band filter will consist of a number of cavity


Fig. $10 \cdot 35$. - A prototype constant- $k$ bandpass filter transformed into a more practical equivalent form.
resonators coupled to one another in such a way that they form a chain. For this reason, cavity filters will now be discussed. Initially, however, there will be a digression for the discussion of the properties of cavities as network elements.
10.6. Cavity Resonators as Circuit Elements.-Any cavity resonator is inherently a very complex network. It has an infinite number of natural frequencies of oscillation and, moreover, it may oscillate in more than one mode at any given natural frequency. The present section is concerned, particularly, with the external characteristics of cavities, that is, with their behavior as circuit elements. In view of this fact, one must consider a cavity together with the elements that couple it to the rest of the network. Under these conditions the frequency behavior of a cavity can be represented by means of any convenient set of three independent functions of frequency. The three open-circuit reactances $X_{11}, X_{12}, X_{22}$ are particularly suitable for this purpose because they lead directly to a convenient form of equivalent circuit. These reactances are measured at the terminals of the cavity. No difficulty arises when the terminals consist of coaxial lines operated in the dominant TEMmode. In the case of waveguide terminals, however, doubt may exist
concerning the exact meaning of impedance. This question deserves some attention before an analysis of cavities is given.

Impedance, when defined in the conventional manner as the ratio of voltage to current, loses its meaning in connection with waveguides because of the lack of terminals at which these quantities can be measured. It turns out, however, that the ratio of the transverse component of the electric field to the transverse component of the magnetic field is constant over any cross section of a waveguide and has the physical dimensions of an impedance. This ratio can be substituted, for most practical purposes, for the impedance as defined in the conventional manner. In particular, this ratio has the same functional properties with respect to frequency as regular impedance functions, that is, it obeys the same restrictions and follows the same theorems.

The only limitations to such a concept of impedance is that two such impedances cannot be compared when they are measured in different guides. This limitation, however, has no practical importance since such a situation never arises. In fact, the behavior of a network depends only on the relative values of the impedances measured at the same pair of terminals and never on the relative values of impedances measured at different pairs of terminals. A proof of this fact for the

(a)
(b)

Fig. 10-36.-Equivalent circuits of a cavity resonator. case of a two-terminal-pair network is given in Sec. $9 \cdot 3$. For further discussion of the physical meaning of waveguide impedance the reader is referred to Vol. 8.

According to the above definition of impedance, the characteristic impedance of a waveguide becomes the ratio of the transverse component of the electric field to the transverse component of the magnetic field for matched conditions, that is, when no standing wave is present in the guide. This ratio, which is also called the "wave impedance," can be expressed in the case of $T E$-modes as follows:

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{\mu}{\epsilon}} \frac{1}{\sqrt{1-\left(\frac{\omega_{\mathrm{c}}}{\omega}\right)^{2}}}, \tag{94}
\end{equation*}
$$

where $\omega_{c}$ is the cutoff frequency of the guide.

It is common practice in transmission-line work to normalize any impedance with respect to the characteristic impedance of the line in which such impedance is measured. The same practice is followed in the case of waveguides. It should be remembered, however, that since in this case the characteristic impedance is an irrational function of frequency, the normalized impedance does not have the same functional behavior as regular impedance functions.

The foregoing considerations on the meaning of impedance in waveguides permit the discussion of the frequency behavior of cavities without any limitation on the type of terminals. Consider first the case of a cavity with a single input line. Foster's reactance theorem ${ }^{19,20}$ states that the input reactance $X(\omega)$ of any two-terminal reactive network can be represented in the form shown in Fig. 1036a. When this theorem is applied to a lossless cavity, each tuned circuit of the equivalent network corresponds to one of the resonance frequencies of the cavity, that is, one of the frequencies at which the input reactance becomes infinite.

The reactance of the cavity can then be written

$$
\begin{equation*}
X(\omega)=\omega L_{0}^{\prime}-\frac{1}{\omega C_{0}^{\prime}}+\sum_{k=1}^{\infty} \frac{\omega}{C_{k}^{\prime}\left(\omega_{k}^{2}-\omega^{2}\right)} . \tag{95}
\end{equation*}
$$

The values of the parameters are given by the expression

$$
\begin{gather*}
C_{k}^{\prime}=\frac{1}{2}\left[\frac{d B(\omega)}{d \omega}\right]_{\omega=\omega_{k}}, \quad C_{0}^{\prime}=\left[\frac{d B(\omega)}{d \omega}\right]_{\omega=0},  \tag{96}\\
L_{ن}^{\prime}=\left[\frac{d\left(X(\omega)-\frac{1}{\omega \overline{C_{0}^{\prime}}}\right)}{d \omega}\right]_{\omega \omega n}-\sum_{k=1}^{\infty} L_{k}^{\prime}  \tag{97}\\
L_{k}^{\prime}=\frac{1}{C_{k}^{\prime}} \omega_{k}^{2}, \tag{98}
\end{gather*}
$$

where $B(\omega)$ is the input susceptance of the cavity.
Another form of equivalent network is shown in Fig. 10.36b. The reactance $X(\omega)$ can be written in terms of the parameters of this network as follows:

$$
\begin{align*}
X(\omega)=\omega L_{0}-\frac{1}{\omega C_{0}}+\sum_{k=1}^{\infty} \frac{\omega^{3} M M_{k}^{2}}{L_{k}\left(\omega_{k}^{2}-\omega^{2}\right)}= & \omega L_{0}-\frac{1}{\omega C_{0}^{2}} \\
& +\sum_{k=1}^{\infty}\binom{\omega}{\omega_{k}}^{2} \overline{C_{k}^{\prime}} \frac{\omega}{\left(\omega_{k}^{2}-\omega^{2}\right)}, \tag{99}
\end{align*}
$$

where

$$
\begin{align*}
& L_{0}=L_{0}^{\prime}+\sum_{k=1}^{\infty} L_{k}^{\prime}=\left[\frac{d\left(X(\omega)-\frac{1}{\omega C_{0}^{\prime}}\right)}{d \omega}\right],  \tag{100}\\
& L_{k}=\omega_{k}^{2} C_{k}^{\prime \prime}=\frac{\omega_{k}^{2}}{2}\left[\frac{d B(\omega)}{d \omega}\right]_{\omega=\omega_{k}},  \tag{101}\\
& C_{k}=\frac{1}{\omega_{k}^{2} L_{k}^{\prime}} ; \quad C_{b}^{\prime}=C_{0}^{\prime \prime}=\left[\frac{d B(\omega)}{d \omega}\right]_{\omega=0} \tag{102}
\end{align*}
$$

The $k$ th term of the summation of liq. (99) is the reactance of the $k$ th resonant loop reflerted in the primary loop through the mutual inductance $M_{k}$. It is physically clear that, given any arbitrary value $\omega^{\prime}$ of $\omega$, at any frequency $\omega<\omega^{\prime}$, the terms of the summation for which $\omega_{k}^{2} \gg \omega^{\prime 2}$ can be neglected. In fact, under these conditions the resonant loop is approximately an open circuit, and therefore the reactance reflected in the primary loop is negligible. For this reason, Eq. (99) and the corresponding network of Fig. 10.363 we preferable, in the case of distrib-uted-constant systems, to E(1. (95) and the corresponding network of Fig. 10-36a. For a mathematical discussion of this question and of the
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Fine 10:37. Appoximate circuits of a ravity rewonator.
convergence of the infinite summations of Eqs. (95) and (99), the reader is referred to the original papar by S. Schelkunoff, ${ }^{14}$ and to Vol. 8.

In most practical cases it is the behavior of a cavity in the vicinity of a resonance frequency $\omega_{p}$, that is, of a pole of $X(\omega)$ that is of interest. By "vicinity" is meant a frequency band that is centered at $\omega_{p}$ and has a width small compared with $\omega_{p}$ and with the difference between $\omega_{p}$ and the adjacent resonance frequencies. Under these conditions all the terms of the summations in E(1. (99) either are negligible compared with the $p$ th term or behave approximately like negative inductive reactances. The equivalent network reduces then to the one shown in Fig. 10.37a in which

$$
\begin{gather*}
C^{\prime}=C_{n}  \tag{103}\\
L=L_{i}-\sum_{k=1}^{p-1} \frac{M_{k}^{2}}{L_{k}^{2} \omega_{k}^{2}} . \tag{104}
\end{gather*}
$$

If one step further is taken be nogleding the reactances of $C$ and $L$ and the ratiation of $\omega$ 'wh. the equivalent netwonk of Fig. $10: 37 b$ is cobtained; its reactaner is simply the $p$ th term of the summation in Eq. (95).

Consider now the case of a cavity with input and output couplings. The cavity becomes then a two-terminal-pair network with an infinite number of natural modes of oscillation, that is, an infinite number of frequencies at which the open-circuit reactances $X_{11}, X_{12}, X_{22}$ become infinite. If no dissipation is present, the extension of Foster's reactance theorem ${ }^{19}$ to the case of two-terminal-pair networks leads to the following expressions for the open-circuit reactances of a cavity:*


$$
\left.\begin{array}{l}
X_{11}(\omega)=\omega L_{10}-\frac{1}{\omega C_{10}}+\sum_{k=1}^{\infty} \frac{\omega^{3} M_{1 k}^{2}}{L_{k}\left(\omega_{k}^{2}-\omega^{2}\right)},  \tag{105}\\
X_{22}(\omega)=\omega L_{20}-\frac{1}{\omega C_{20}}+\sum_{k=1}^{\infty} \frac{\omega^{3} M_{2 k}^{2}}{L_{k}\left(\omega_{k}^{2}-\omega^{2}\right)}, \\
X_{12}(\omega)=\omega M_{0}-\frac{1}{\omega C_{m 0}}+\sum_{k=1}^{\infty} \frac{\omega^{3} M_{1 k} M_{2 k}}{L_{k}\left(\omega_{k}^{2}-\omega^{2}\right)} \cdot
\end{array}\right\}
$$

The corresponding equivalent circuit is shown in Fig. 10-38. Each resonant loop is tuned to a natural frequency of the "cavity and corresponds to one term in each of the summations of Eq. (105). The mutual inductance $M_{0}$ represents direct inductive coupling between the input and output terminals. The two capacitances $C_{m} / 2$ together with the ideal transformer represent direct capacitive coupling between the input and output terminals.

The values of the elements in the equivalent network of Fig. $10 \cdot 38$ are given by equations similar in form to Eqs. (100), (101), and (102), namely,
*This analysis is based on the assumption either that only one mode of oscillation is associated with any resonance frequency of the cavity or, if several modes have the same resonance frequency, that these degenerate modes are coupled symmetrically to the input and output terminals. The case of degenerate modes asymmetrically coupled to the terminal can be considered as the limiting case of normal modes with almost equal resonance frequencies. This case, however, is rare since asymmetric couplings eliminate, in general, any preexistent degeneracy of modes.

$$
\begin{gather*}
\frac{L_{k}}{M_{1 k}^{2}}=\frac{\omega_{k}^{2}}{2}\left(\frac{d B_{11}(\omega)}{d \omega}\right)_{\omega=\omega k},  \tag{106}\\
\frac{L_{k}}{M_{2 k}^{2}}=\frac{\omega_{k}^{2}}{2}\left(\frac{d B_{22}(\omega)}{d \omega}\right)_{\omega=\omega k},  \tag{107}\\
\frac{L_{k}}{M_{1 k} M_{2 k}}=\frac{\omega_{k}^{2}}{2}\left(\frac{d B_{12}(\omega)}{d \omega}\right)_{\omega=\omega h},  \tag{108}\\
C_{10}=\left(\frac{d B_{12}(\omega)}{d \omega}\right)_{\omega=0}, \quad L_{10}=\left[\frac{d\left(X_{11}(\omega)-\frac{1}{\omega C_{01}}\right)}{d \omega}\right]_{\omega=0},  \tag{109}\\
C_{20}=\left(\frac{d B_{22}(\omega)}{d \omega}\right)_{\omega \omega 0}, \quad L_{20}=\left[\frac{d\left(X_{22}(\omega)-\frac{1}{\omega C_{02}}\right)}{d \omega}\right]_{\omega=0},  \tag{110}\\
C_{m 0}=\left(\frac{d B_{12}(\omega)}{d \omega}\right)_{\omega=0}, \quad M_{0}=\left[\frac{d\left(X_{12}(\omega)-\frac{1}{\omega C_{m 0}}\right)}{d \omega}\right]_{\omega=0}, \tag{111}
\end{gather*}
$$

where $B_{11}=-\frac{1}{X_{11}}, B_{22}=-\frac{1}{X_{22}}, B_{12}=-\frac{1}{\overline{X_{22}}}$ are the open-circuit susceptances. As in the case of a cavity with a single pair of terminals, given any arbitrary value $\omega^{\prime}$ of $\omega$, for $\omega<\omega^{\prime}$, the terms of the summations for which $\omega_{k}^{2} \gg\left(\omega^{\prime}\right)^{2}$ can be neglected. Similarly, in the vicinity of any resonance frequency $\omega_{p}$, the equivalent network reduces to the one shown in Fig. 10.39a. The parameters $L_{1}, C_{1}, L_{2}, C_{2}$ are given by equations similar to Eqs. (103) and (104), whereas $M$ and $C_{m}$ are given by the expression
$\left.\begin{array}{l}M=M_{0}-\sum_{k=1}^{p-1} \frac{M_{1 k} M_{2 k}}{L_{k}}, \\ C_{m}=C_{m 0} .\end{array}\right\}$
If a further simplification is made by neglecting the reactances of $L_{1}$, $C_{1}, L_{2}, C_{2}, M$, and $C_{m}$, the equiv-


Fig. 10.39.-Approximate equivalent circuits of a cavity with two pairs of terminals. alent circuit shown in Fig. 10.39b is obtained. The ideal transformer produces the required change of impedance level if the network is not symmetrical. The values of the elements are given by

$$
\begin{gather*}
C_{p}^{\prime}=\frac{1}{\omega_{p}^{2}} \frac{L_{p}}{M_{1 p}^{2}}=\frac{1}{2}\left(\frac{d B_{11}(\omega)}{d \omega}\right)_{\omega=\omega_{p}}, \quad L_{p}^{\prime \prime}=\frac{1}{\omega_{p}^{2} C_{p}^{\prime}}  \tag{113}\\
\quad a=\frac{M_{2 p}^{\prime}}{M_{1 p}}=\left(\frac{d B_{11}(\omega)}{d \omega}\right)_{\omega=\omega_{p}}\left(\frac{d B_{12}(\omega)}{d \omega}\right)_{\omega=\omega_{p}}^{-1} \tag{114}
\end{gather*}
$$

The effect of incidental dissipation can be taken into account, to a first approximation, by inserting a series resistance $R_{R}$ in every resonant loop of the equivalent circuit of Fig. 10.38. The value of $R_{/}$is usually expressed in terms of the $Q$ of the cavity at the frequency $\omega_{k}$ by the relation

$$
\begin{equation*}
\frac{\omega_{k} L_{k}}{R_{k}}=Q_{k}, \tag{115}
\end{equation*}
$$

where $Q_{k}$ is defined as $2 \pi$ times the ratio of the energy stored to the energy dissipated per cycle when the cavity oscillates at the $k$ th natural frequency. The quantity $Q_{k}$ can also be expressed in terms of the frequency behavior of the open-circuit imperdances $Z_{11}, Z_{22}$, and $Z_{12}$. Let, $w_{k}$ be the difference between the frequencies on both sides of $\omega_{r}$ at which the square of the magnitude of any one of the three open-circuit impedances becomes one-half of its maximum value; then

$$
\begin{equation*}
Q_{k}=\frac{\omega_{k}}{\tilde{v}_{k}} \tag{11if}
\end{equation*}
$$

It should be noted, howerer, that this equation is correct only if $w_{k}$ is small compared with the difference between $\omega_{k}$ and the nearest resonance frequency of the cavity.

Dissipation is taken into account in the equivalent circuit of Fig. $1039 b$ by means of a shunt conductance $G_{j,}^{\prime}$ given by

$$
\begin{equation*}
\frac{\omega_{p} C^{\prime} C_{p}^{\prime}}{G_{p}^{\prime}}=Q_{r} . \tag{117}
\end{equation*}
$$

It is common practice in dealing with a cavity resonator to express the elements of the equivalent circuits in a normalized form by means of the so-called "loaded $Q$ 's." Let $Z_{01}$ and $Z_{02}$ be the characteristic impedances of the input and output lines respectively. The quantity $\left(Q_{p}\right)_{t /}$ is defined as the $Q$ of the cavity at the frequency $\omega_{p}$, when a resistance equal to $Z_{01}$ is connected to the input terminal. With reference to the equivalent circuit of Fig. $10 \cdot 39$, which i., exactly correct for $\omega=\omega_{p}$,

$$
\begin{equation*}
\left(Q_{p}\right)_{l, 1}=\omega_{p} C_{,}^{\prime} Z_{01}=\frac{\omega_{p} Z_{01}}{2}\left[\frac{d B_{11}(\omega)}{d \omega}\right]_{\omega=\omega_{p}}=\frac{Z_{01} L_{p}}{\omega_{p}} H_{i_{p}^{\prime}} \tag{118}
\end{equation*}
$$

$\left(Q_{p}\right)_{L 2}$ is defined similarly as the $Q$ of the cavity when a resistance eflual to $Z_{02}$ is connected to the output terminals. In this case

$$
\begin{equation*}
\left(Q_{p}\right)_{L 2}=\omega_{p} C_{p}^{\prime} \frac{Z_{02}}{a^{2}}=\frac{\omega_{p} Z_{02}}{2}\left[\frac{d B_{22}(\omega)}{d \omega}\right]_{\omega=\omega_{p}}=\frac{Z_{02}}{\omega_{p}} \frac{L_{p}}{M_{2 p}^{2}} \tag{119}
\end{equation*}
$$

It follows that the $Q$ of the cavity, when loaded on both sides, becomes

$$
\begin{equation*}
\left(Q_{p}\right)_{L}=\omega_{p} C_{p}^{\prime} \frac{Z_{01} Z_{02}}{a^{2} Z_{01}+Z_{02}}=\frac{\left(Q_{p}\right)_{L 1}\left(Q_{p}\right)_{L 2}}{\left(Q_{p}\right)_{L 1}+\left(Q_{p}\right)_{L 2}} \tag{120}
\end{equation*}
$$

Note that in defining these loaded $Q$ 's it has been assumed implicitly that there is no dissipation inside the cavity. If the loaded $Q$ 's were determined experimentally, instead of $\left(Q_{p}\right)_{L_{1}},\left(Q_{p}\right)_{L_{2}}$ the following values would be obtained:

$$
\begin{align*}
& \left(Q_{p}^{\prime}\right)_{L 1}=\frac{Q_{p}\left(Q_{p}\right)_{L 1}}{Q_{p}+\left(Q_{p}\right)_{L 1}}  \tag{121}\\
& \left(Q_{p}^{\prime}\right)_{L 2}=\frac{Q_{p}\left(Q_{p}\right)_{L 2}}{Q_{p}+\left(Q_{p}\right)_{L 2}} \tag{122}
\end{align*}
$$

In conclusion, the behavior of a cavity in the vicinity of a resonance frequency $\omega_{0}$ is determined by three parameters, namely, $Q_{0}, Q_{L_{1}}$ and $Q_{L_{2}}$. The subscript $p$ has been dropped since from now on the behavior of cavities in the vicinity of only one resonance frequency will be considered.
10.7. Design of Cavity Resonators.-Of all the various types described, only the simple cylindrical cavity, the reentrant cylindrical cavity, and the rectangular cavity need be considered. These types satisfy, in general, the size and weight requirements imposed on filters and can be manufactured by simple processes.

The unloaded $Q$ of a cavity is determined by the volume-to-surface ratio of the cavity, the mode excited, and the resistivity of the surface. In designing simple resonant cavities for filters, it is desirable, if possible, to have only one resonance frequency lying within the frequency range of interest. In general, this procedure sets an upper limit on the size of the cavity and consequently on the $Q_{0}$ of the cavity for a given surface material. In some cases a compromise must be effected, since to reduce the dissipative loss in the filter to a minimum, $Q_{0}$ should be as large as possible.

For quantitative illustration, consider the use of a symmetrical cavity as a selective transmission device. Let the input and output lines be properly terminated in their characteristic impedance $Z_{0}$. An approximate equivalent circuit for the system is shown in Fig. 10•40a. The voltage source $E_{s}$ in series with the line impedance $Z_{0}$ is transformed into an equivalent current source shunted by $Z_{0}$ as shown in Fig. $10 \cdot 40 b$. The ratio of the power delivered to the load to the power available from the source behaves with frequency as a simple resonance curve, as shown in Fig. $10 \cdot 41$. The ratio of the mean frequency $\omega_{0}$ to the difference $w$ between the two half-power frequencies is, by definition, equal to $Q_{L}^{\prime}$,
the $Q$ of the dissipa,tive cavity when loaded on both sides by $Z_{0}$. If $Q_{0}$ is the unloaded $Q$ of a symmetrical cavity, for the insertion loss $L$ at resonance

$$
\begin{equation*}
L=20 \log _{10}\left(1+\frac{Q_{L}}{Q_{0}}\right) \tag{123}
\end{equation*}
$$

In view of the relation between $Q_{L}$ and bandwidth, it is clear that losses are more important in narrow-band filters.


Fig. 10.40.-Two equivalent circuits of a cavity loaded on both sides.
From the foregoing discussion, it is evident that to change the effective bandwidth of a cavity, the coupling to the cavity must be altered. The exact manner in which this may be done depends on the type of coupling used, which in turn is largely dependent on system requirements.

In many cases, it is convenient to make a cavity resonator by placing two irises in a section of rectangular waveguide. This procedure has the advantage of permitting the theoretical calculation of the size of


Fig. 10-41.-A simple resonance curve. irises required for a given loaded Q. In waveguides, inductive irises are almost always used as couplings. These are superior to capacitive irises from the point of view of both loss and power-handling capacity. Even more important, perhaps, is the fact that for a given amount of coupling, the opening for an inductive iris is always bigger than for the corresponding capacitive iris, and hence the inductive iris is easier to make. For instance, a normalized susceptance of 10 in a 1 - by $\frac{1}{2}-\mathrm{in}$. waveguide requires a gap size in a capacitive iris of 0.004 in . whereas the opening in a symmetrical inductive iris with the same susceptance is approximately 0.25 in . For similar mechanical reasons, the symmetrical inductive iris is preferred to the asymmetrical iris. Moreover, the second mode excited by a symmetrical iris in a rectangular guide is the $T E_{30}$-mode whereas the asymmetrical iris excites the $T E_{20}$-mode also.

It is possible to calculate by simple formulas, as shown below, the normalized susceptance required for a rectangular cavity with a given loaded $Q$. From the normalized susceptance the size of the inductive iris required may be calculated. It is important to take into account the thickness of the iris since this has an appreciable effect on the normalized susceptance and hence on the loaded $Q$. Figure 10.42 shows a theoretical curve of the loaded $Q$ as a function of iris size when zero iris thickness is assumed, and a similar experimental curve for irises $\frac{1}{32}$ in. thick in a 1 - by $\frac{1}{2}$-in. guide.

If the cavity is made of rectan-


Fig. 10.42.-Loaded $Q$ as a function of iris size for rectangular cavity in $1-$ by $\frac{1}{2}-\mathrm{in}$. guide. gular waveguide with completely closed ends, the resonance frequency occurs when the length of the cavity is equal to $\lambda_{g} / 2$. When the coupling


Fig. 10.43.-Foreshortening of rectangular waveguide cavity as function of loaded $Q$. irises are introduced, however, the length of the cavity must be reduced to maintain the same resonance frequency. For stronger couplings, that is, larger iris openings, the shortening required is correspondingly greater. Figure 10.43 shows this relation for cavities made from $1-$ by $\frac{1}{2}$-in. rectangular waveguide using $\frac{1}{32}-\mathrm{in}$. inductive irises. It is obviously impossible to build a cavity whose resonance frequency is exactly equal to a specified value. Therefore, it is considered good practice to make the distance between the irises slightly shorter than required and to provide a capacitative tuning screw which can be used to tune the cavity over a 10 per cent frequency band. If the screw is placed at the center of the cavity where the currents are a minimum, it introduces only a slight additional loss.

The final form of such a cavity constructed from 1-by $\frac{1}{2}$-in. rectangular waveguide and designed to resonate at 3.3 cm is shown in Fig. 10•44.


Fig. 10.44.-Rectangular cavity resonator. In order to illustrate the general remarks made above it appears worth while to give the design calculations for this cavity as an example of the required procedure. Furthermore, these calculations will offer the opportunity of pointing out the effects of certain approximations currently made in the design of cavities.

The arrangement of two inductive irises in a rectangular waveguide and its equivalent circuit are shown schematically in Fig. 10•45a and Fig. $10 \cdot 45 b$. Let $b$ be the normalized susceptance of either iris. The length $l$ of the section of guide can be determined by making the open-circuit input susceptance (not normalized) equal to zero for $\omega=\omega_{0}$. For $B_{11}$

$$
\begin{equation*}
B_{11}=\sqrt{\frac{\epsilon}{\mu}} \sqrt{1-\left(\frac{\omega_{c}}{\omega}\right)^{2}}\left[b+\frac{b+\tan \left(\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}}\right)}{1-b \tan \left(\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}}\right)}\right] . \tag{124}
\end{equation*}
$$

Therefore, the proper length $l$ is given by the expression
$\tan \frac{l}{c} \sqrt{\omega_{0}^{2}-\omega_{c}^{2}}=\frac{2 b_{0}}{b_{0}^{2}-1}$
where $b_{0}$ is the value of $b$ for $\omega=\omega_{0}$. To determine the loaded $Q$ 's of the cavity, the slope of $B_{11}$ for $\omega=\omega_{0}$ must first be computed. If $Q_{L}$ is larger than 100 ; it is reasonable to neglect the frequency variation of $b$. On the basis of


(a)

Fig. 10.45.-A simple rectangular cavity in waveguide and its transmission-line equivalent. this assumption, from Eqs. (124) and (125) there is obtained the equation

$$
\begin{equation*}
\left(\frac{d B_{11}}{d \omega}\right)_{\omega=\omega 0}=\sqrt{\frac{\epsilon}{\mu}} \frac{b_{0}^{2}+1}{\sqrt{\omega^{2}-\omega_{c}^{2}}} \tan ^{-1} \frac{2 b_{0}}{b_{0}^{2}-1} . \tag{126}
\end{equation*}
$$

The loaded $Q$ of the cavity is then, from Eq. (120),

$$
\begin{equation*}
Q_{L}=\frac{b_{0}^{2}+1}{4\left[1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}\right]} \tan ^{-1} \frac{2 b_{0}}{b_{0}^{2}-1} . \tag{127}
\end{equation*}
$$

For large values of $b_{0}$ this equation becomes approximately

$$
\begin{equation*}
Q_{L}=\frac{\pi}{4} \frac{b_{0}^{2}}{1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}} . \tag{128}
\end{equation*}
$$

Thus, to a first approximation, $Q_{L}$ varies quadratically with $b_{0}$.
The design of an inductive iris for a given $b_{0}$ is straightforward. For an infinitely thin symmetrical iris there is the approximate relation

$$
\begin{equation*}
b_{0}=-2 \frac{\dot{\omega}_{c}}{\omega_{0}} \frac{1}{\sqrt{1-\left(\frac{\omega_{c}}{\omega}\right)^{2}}} \cot ^{2} \frac{\pi d}{2 a} \tag{129}
\end{equation*}
$$

where $d$ is the opening of the iris and $a$ is the width of the guide. Substitution of Eq. (129) in Eq. (128) yields

$$
\begin{equation*}
Q_{L}=\frac{\pi}{\left(\frac{\omega_{0}}{\omega_{c}}-\frac{\omega_{c}}{\omega_{0}}\right)^{2}} \cot ^{4} \frac{\pi d}{2 a} . \tag{130}
\end{equation*}
$$

Thus, for sufficiently small values of $d / a, Q_{L}$ is proportional to $d^{-4}$. This relation reveals how critical are the iris dimensions for large values of $Q_{L}$. Equation (128), on the other hand, points to the necessity of correcting Eq. (129) to take into account the thickness of the irises.

The amount of loss at resonance may be calculated from Eq. (123). For instance, a cavity with a $Q_{0}$ of 10,000 and a loaded $\dot{Q}_{L}$ of 100 has a loss at resonance of only 0.08 db ; but if $Q_{L}$ is increased to 500 , the corresponding loss is 0.42 db .

It is interesting to compare the above results with the insertion loss computed from the elements of the $Q \beta B C D$ matrix of the system. For the matrix elements

$$
\left.\begin{array}{l}
\mathbb{Q}=\mathbb{D}=\cos \theta-b_{0} \sin \theta,  \tag{131}\\
\mathbb{Q}=j \sin \theta, \\
\mathfrak{C}=j\left[\left(1-b_{0}^{2}\right) \sin \theta+2 b_{0} \cos \theta\right]
\end{array}\right\}
$$

where

$$
\begin{equation*}
\theta=\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}} . \tag{132}
\end{equation*}
$$

Consequently, it is found that for the insertion loss

$$
\begin{equation*}
L=10 \log _{10}\left[1+\frac{b_{0}^{2}}{4}\left(2 \cos \theta-b_{0} \sin \theta\right)^{2}\right] \tag{133}
\end{equation*}
$$

Since perfect transmission is obtained for

$$
\begin{equation*}
\tan \theta=\frac{2}{b_{0}} \tag{134}
\end{equation*}
$$

the proper value of $l$ is given by

$$
\begin{equation*}
\tan \frac{l}{c} \sqrt{\omega_{0}^{2}-\omega_{c}^{2}}=\frac{2}{b_{0}} . \tag{135}
\end{equation*}
$$

The apparent disagreement between this equation and Eq. (125) results from the implicit assumption that perfect transmission through the cavity occurs at the resonance frequency $\omega_{0}$ as the equivalent circuit of Fig. $10.39 b$ would indicate. This equivalent circuit, however, neglects, in our case, the reactances $\omega_{0} L_{1}=\omega_{0} L_{2}=-Z_{0} / b_{0}$ (see Fig. 10.32b). It can be shown that these reactances shift the frequency of perfect transmission from $\omega_{0}$ to

$$
\begin{equation*}
\omega_{0}^{\prime}=\omega_{0}\left[1-\frac{b_{0}}{2 Q_{L}\left(1+b_{0}^{2}\right)}\right] . \tag{136}
\end{equation*}
$$

The bandwidth $\omega^{\prime}$ between the half-power points of the transmission curve becomes

$$
\begin{equation*}
w^{\prime}=\frac{w_{0}^{\prime}}{Q_{L}} \frac{b_{0}^{2}}{1+b_{0}^{2}} . \tag{137}
\end{equation*}
$$

For large values of $b_{0}$ these corrections are evidently negligible and Eqs. (125), and (135) lead to identical results for any practical purposes.

Consider now a rectangular cavity asymmetrically loaded. Let $b_{1}$ and $b_{2}$ be the normalized susceptances of the input and output irises respectively, and $l$ the distance between the two irises. For $B_{11}$ and $B_{22}$

$$
\begin{align*}
& B_{11}=\sqrt{\frac{\epsilon}{\mu}} \sqrt{1-\left(\frac{\omega_{0}}{\omega}\right)^{2}}\left[b_{1}+\frac{b_{2}+\tan \left(\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}}\right)}{1-b_{2} \tan \left(\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}}\right)}\right],  \tag{138}\\
& B_{22}=\sqrt{\frac{\epsilon}{\mu}} \sqrt{1-\left(\frac{\omega_{0}}{\omega}\right)^{2}}\left[b_{2}+\frac{b_{1}+\tan \left(\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}}\right)}{1-b_{1} \tan \left(\frac{l}{c} \sqrt{\omega^{2}-\omega_{c}^{2}}\right)}\right] . \tag{139}
\end{align*}
$$

For $\omega=\omega_{0}$ both $B_{11}$ and $B_{22}$ must vanish. It follows that the proper length of the cavity is given by

$$
\begin{equation*}
\tan \frac{l}{c} \sqrt{\omega_{0}^{2}-\omega_{c}^{2}}=\frac{b_{1}+b_{2}}{b_{1} b_{2}-1} . \tag{140}
\end{equation*}
$$

The slopes of $B_{11}$ and $B_{22}$ at their common zero are given by

$$
\begin{gather*}
\left(\frac{d B_{11}}{d \omega}\right)_{\omega=\omega_{2}}=\sqrt{\frac{\epsilon}{\mu} \frac{b_{1}^{2}-1}{\sqrt{\omega_{0}^{2}-\omega_{c}^{2}}} \tan ^{-1} \frac{b_{1}+b_{2}}{b_{1} b_{2}-1}}  \tag{141}\\
\left(\frac{d B_{22}}{d \omega}\right)_{\omega=\omega_{0}}=\left(\frac{d B_{11}}{d \omega}\right)_{\omega=\omega_{0}} \frac{b_{2}^{2}+1}{b_{1}^{2}+1} . \tag{142}
\end{gather*}
$$

The loaded $Q$ 's of the cavity are then

$$
\begin{gather*}
Q_{L 1}=\frac{b_{1}^{2}+1}{2\left[1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}\right]} \tan ^{-1} \frac{b_{1}+b_{2}}{b_{1} b_{2}-1}  \tag{143}\\
Q_{L 2}=Q_{L 1} \frac{b_{2}^{2}+1}{b_{1}^{2}+1} . \tag{144}
\end{gather*}
$$

These equations can be further simplified for large values of $b_{1}$ and $b_{2}$ as in the case of symmetrical cavities.

A design procedure similar to the one just described can be followed when a circular waveguide is used instead of a rectangular waveguide. In this case circular irises are recommended.

In some cases it is desirable to use other types of cavities with rectangular waveguide feeds. Irises are still used as coupling elements although theoretical design is usually impossible since the field distribution is not, in general, the same on the two sides of an iris, and the correct coupling must be determined empirically. For obvious reasons of a mechanical nature, circular irises are preferred to inductive irises. An example of the use of circular irises is shown in Fig. 10.62.

To connect a cavity to a coaxial line, three types of coupling devices may be used, namely, loops, probes, and irises. These three methods of coupling are illustrated schematically in Fig. 10•46. The cavities shown in this figure are of the reentrant cylindrical type. They may be considered, roughly, as sections of coaxial lines short-circuited at one end and loaded with a capacitance at the other end. From the point of view of reproducibility, the iris and probe couplings are to be preferred. However, the loop coupling presents considerable advantages when the coupling has to be adjusted after assembly. In fact, the coupling can be varied very easily by rotating the plane of the loop with respect to the cavity.

The introduction of the coupling elements in a cavity alters the resonance frequency by a small but unpredictable amount. For this reason, as in waveguides, it is general practice to provide a method for tuning the cavity to the desired frequency after assembly. This tuning can be accomplished in reentrant cavities by making the length of the center conductor adjustable. A cavity with loop couplings and adjust-able-screw tuning is shown in Fig. $10 \cdot 47$. This cavity can be tuned over
more than a 10 per cent band at about $3000 \mathrm{Mc} / \mathrm{sec}$. Its $Q_{0}$ is about 5000 and the loaded $Q$ with the loop size shown is about 500 . The resulting transmission loss at resonance is about 0.5 db .


Fra. 10.46.-Alternative couplings to a reentrant cylindrical cavity.
The main disadvantages of a cavity resonator are its size and weight. In many cases where a loaded $Q$ of less than 30 to 40 is sufficient, it is possible, by replacing cavities with resonant irises, to reduce the weight and space required. These irises behave like parallel-tuned circuits in shunt to the line and, therefore, may be considered as combinations of


Fig. $10 \cdot 47$.-A reentrant cylindrical cavity resonator with loop couplings and provision for tuning.
inductive and capacitive irises. Several types of such irises may be used, the most common of which are illustrated schematically in Fig. 10•48.

The saving in space and weight associated with the use of a resonant iris results from the fact that the waveguide is used to store the energy associated with the iris, while still performing its function as link to other
components of the system. However, since the ratio of the effective volume to the surface is always smaller for an iris than for a cavity with the same loaded $Q$, the dissipative losses in the iris will always be greater. Thus, the use of resonant irises is restricted to values of loaded $Q$ sufficiently small to keep the transmission loss within reasonable limits. On the other hand, the design of cavities becomes rather difficult when small loaded $Q$ 's of the order of magnitude of 50 are desired because the coupling element becomes a major portion of the cavity. It follows that resonant irises are complements to cavities rather than substitutes for


Fig. 10.48.-Simple resonant irises. them. Their application in the design of broadband waveguide filters will make this fact more evident.
10.8. Theory of Direct-coupled Cavities.-In many applications, a simple resonant cavity does not provide sufficient off-band attenuation for a given maximum insertion loss in the pass band. Consequently, it is appropriate to inquire how more satisfactory characteristics may be obtained by using $a$ chain of cavities directly coupled to one another. It has been pointed out previously that such a system resembles the wellknown lumped-element structure characteristic of narrow-band filters. The following analysis will show that microwave filters consisting of a chain of cavities all tuned to the same frequency can actually be derived without difficulty from corresponding lumped-element filters.

Each cavity in a chain can be represented in the vicinity of its resonance frequency $\omega_{0}$ by an equivalent circuit of the type shown in Fig. $10 \cdot 39$ a. For simplicity, any direct coupling between input and output terminals will be neglected. Furthermore, since narrow-band filters are under consideration, the frequency dependence of all nonresonant reactances such as those resulting from mutual inductances will be neglected. It follows that the actual nature of such a nonresonant reactance is immaterial. For the sake of simplicity, these reactances will be indicated schematically as inductances.

On the basis of the above assumptions, the equivalent circuit for a chain of cavities takes the form shown in Fig. $10 \cdot 49 a$. The reactance $X_{k}$ is the coupling reactance $\omega_{0} M_{k}$ between the $k$ th cavity and the preceding one. $X_{s}$ amd $X_{L}$ are the reactances of the input and output loops respectively. All elements of the network are normalized with respect to the terminating resistances, or, in other words, the network is designed to operate between 1 -ohm terminations.

(a)

(b)

Fig. 10-49.-The equivalent circuit for a chain of cavities and the corresponding prototype low-pass structure.

Let $Z$ be the impedance of any one of the resonant loops and let $\omega_{0}$ be the resonance frequency thus:

$$
\begin{equation*}
Z=j L \omega_{0}\left(\frac{\omega}{\tilde{\omega_{0}}}-\frac{\omega_{0}}{\omega}\right) . \tag{145}
\end{equation*}
$$

The input impedance $Z_{1}$ of the network when terminated in a 1 -ohm resistance can be written in the form of a continuous fraction as follows:

$$
\begin{equation*}
Z_{1}=j X_{s}+\frac{X_{1}^{2}}{Z+\frac{X_{2}^{2}}{Z+\frac{X_{3}^{2}}{Z+}}} \tag{146}
\end{equation*}
$$

If the number $n$ of cavities is even, this equation becomes

$$
\begin{equation*}
Z_{2}=j X_{s}+\frac{1}{\frac{Z}{\bar{X}_{1}^{2}}+\frac{1}{\frac{Z X_{1}^{2}}{\bar{X}_{2}^{2}}+\frac{1}{\frac{Z X_{2}^{2}}{\overline{X_{1}^{2} X_{3}^{2}}+}}} \text {.}} \tag{147}
\end{equation*}
$$

$$
+\frac{1}{\frac{Z X_{2}^{2} X_{4}^{2} \cdots X_{n-2}^{2}}{\bar{X}_{1}^{2} X_{3}^{2} \cdots X_{n-1}^{2}}+}
$$

$$
+\frac{1}{\frac{Z X_{1}^{2} X_{3}^{2} \cdots X_{n-1}^{2}}{X_{2}^{2} X_{4}^{2} \cdots X_{n}^{2}}+\frac{1}{\left(1+j X_{L}\right) \frac{X_{2}^{2} X_{4}^{2} \cdots X_{n}^{2}}{X_{1}^{2} X_{3}^{2} \cdots X_{n+1}^{2}}} . \frac{1}{(1)}}
$$

If $n$ is odd, the last terms of this equation wecome

$$
+\frac{1}{\frac{Z X_{1}^{2} X_{3}^{2} \cdots X_{n-2}^{2}}{X_{2}^{2} X_{4}^{2} \cdots X_{n-1}^{2}}+\frac{1}{\frac{Z X_{2}^{2} X_{4}^{2} \cdots X_{n-1}^{2}}{X_{1}^{2} X_{3}^{2} \cdots X_{n}^{2}}+\frac{1}{\left(1+j X_{L}\right) \frac{X_{1}^{2} X_{3}^{2} \cdots X^{2}}{\overline{X_{2}^{2} X_{4}^{2} \cdots X_{n+1}^{2}}}} \text { (148) }} \text { (1)}}
$$

Consider now the prototype low-pass ladder 'structure shown in Fig. $10 \cdot 49 \mathrm{~b}$; its cutoff frequency is $1 \mathrm{radian} / \mathrm{sec}$. The input impedance $Z_{1}^{\prime}$ of this filter terminated in a resistance $R$ can also be expressed in the form of a continuous fraction. To avoid confusion with the $\omega$ used in connection with the bandpass filter, let $\omega^{\prime}$ represent the frequency. For the impedance $Z_{1}^{\prime}$

$$
\begin{align*}
& Z_{1}^{\prime}=\frac{1}{j \omega^{\prime} C_{1}}+\frac{1}{j \omega^{\prime}} \overline{L_{2}}+\frac{1}{j \omega^{\prime} C_{3}+} \cdot  \tag{149}\\
& \cdot+\frac{1}{j \omega^{\prime} C_{n-1}+} \frac{1}{j \omega^{\prime} L_{n}+R}
\end{align*}
$$

If the last element of the ladder of Fig. $10 \cdot 49 b$ were a condenser, that is, if the total number $n$ of elements were odd, the last terms of Eq. (149) would become

$$
\begin{equation*}
+\frac{1}{j \omega^{\prime} L_{n-1}}+\frac{1}{j \omega^{\prime} C_{n}+\frac{1}{R}} . \tag{150}
\end{equation*}
$$

It has been shown in Sec. $9 \cdot 8$ that a prototype low-pass filter with a 1 -radian/sec cutoff frequency can always be transformed into a bandpass filter by means of the change of variable

$$
\begin{equation*}
\omega^{\prime}=\frac{\omega_{0}}{w}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right), \tag{151}
\end{equation*}
$$

where $\omega_{0}$ is the mean frequency of the bandpass filter and $w$ is its bandwidth. If this change of variable is introduced in Eqs. (149) and (150), the reactances and susceptances appearing in the continuous fraction expansion of $Z_{1}^{\prime}$ are transformed as follows:

$$
\begin{equation*}
j \omega^{\prime} L_{2 k} \rightarrow j \frac{L_{2 k}}{w} \omega_{0}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{152}
\end{equation*}
$$

$$
\begin{equation*}
j \omega^{\prime} C_{2 k+1} \rightarrow j \frac{C_{2 k+1}}{\omega} \omega_{0}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right), \tag{153}
\end{equation*}
$$

where $k$ is any positive integer. With reference to Eq. (145), these reactances and susceptances can be identified with those appearing in the continuous-fraction expansion for the input impedance of the chain of cavities. This identification yields the relations

$$
\begin{align*}
\frac{L_{2 k}}{w} & =L \frac{X_{1}^{2} X_{3}^{2} \cdots X_{2 k-1}^{2}}{X_{2}^{2} X_{4}^{2} \cdots X_{2 k}^{2}}  \tag{154}\\
\frac{C_{2 k+1}^{2}}{w} & =L \frac{X_{2}^{2} X_{4}^{2} \cdots X_{2 k}^{2}}{X_{1}^{2} X_{3}^{2} \cdots X_{2 k+1}^{2}} \tag{155}
\end{align*}
$$

These two equations yield the following expressions for the coupling reactances:

$$
\begin{gather*}
X_{1}^{2}=\frac{L}{C_{1}} w  \tag{156}\\
X_{2 k}^{2}=\frac{L_{2}}{L_{2 k} C_{2 k-1}} w^{2}=X_{1}^{4} \frac{C_{1}^{2}}{L_{2 k} C_{2 k-1}}  \tag{157}\\
X_{2 k+1}^{2}=\frac{L_{2}}{L_{2 k} C_{2 k+1}} w^{2}=X_{1}^{4} \frac{C_{1}^{2}}{L_{2 k} C_{2 k+1}} . \tag{158}
\end{gather*}
$$

If for the moment the reactance $X_{L}$ is neglected, the output-coupling reactance $X_{n-1}$ is given by

$$
\left.\begin{array}{l}
X_{n+1}^{2}=\frac{L R}{L_{n}} w=X_{1}^{2} \frac{C_{1}}{L_{n}} R \quad \text { for } n \text { even }  \tag{159}\\
X_{n+1}^{2}=\frac{L}{R C_{n}} w=X_{1}^{2} \frac{C_{1}}{C_{n}} \frac{1}{R} \quad \text { for } n \text { odd. }
\end{array}\right\}
$$

The reactances $X_{s}$ and $X_{L}$ of Fig. $10 \cdot 49 a$ do not correspond to any elements of the prototype structure of Fig. $10 \cdot 49 b$. They may be considered as stray reactances whose presence, however, is unavoidable. It will be seen, on the other hand, that since $X_{s}$ and $X_{L}$ are of the order of magnitude of $\sqrt{w / \omega_{0}}$, they are very small in the case of narrow-band filters.

The determination of the effects of these stray reactances on the characteristics of the filter presents the same problem as the determination of the effects of mismatched terminations, which has been discussed in Sec. $9 \cdot 27$. It is found that because of the presence of $X_{s}$ and $X_{L}$, the VSWR in the input line is multiplied or divided by a factor equal, at most, to the product of the VSWR's produced by the two stray reactances if they were placed separately in a properly terminated line. If both $X_{s}$ and $X_{L}$ are small compared with unity, the maximum value of this factor is equal, approximately, to $1+X_{s}+X_{L}$. It follows that
the resulting distortion of the insertion-loss curve is usually negligible in the attenuation band. In the pass band, on the other hand, the increase of VSWR may not be tolerable. The reflections arising from $X_{s}$ and $X_{L}$, however, can usually be eliminated over a sufficiently broad band by inserting equal and opposite reflections in the manner discussed in Sec. $2 \cdot 15$.

The method of design described above applies to any filter of the type shown in Fig. 10•49. The values of the lumped elements in the prototype structure can be determined by following any one of the design procedures discussed in Chap. 9. The fact that the first element of the network of Fig. $10 \cdot 49 b$ is a shunt capacitance does not limit the generality of the method of design; any similar filter whose first element is a series inductance can be transformed into its dual whose first element is then a shunt


Fig. 10-50.- Chain of direct-coupled resonant cavities and equivalent circuit.
capacitance, as explained in Sec. 9.7. The power-transmission characteristics are not changed by such a transformation because dual networks have the same insertion loss.

The main limitation on the low-pass characteristics that can be obtained with a structure of the type shown in Fig. $10.49 b$ is that no peak of infinite attenuation can exist at finite frequencies. Such a limitation, of course, applies also to the characteristics of the corresponding microwave filter but only in the frequency band in which the cavities can be considered as simple resonant circuits. It is likely that a similar method can be found for designing direct-coupled cavity filters with infinite peaks of attenuation near the pass band. However, no filter of this type has ever been designed.

A chain of direct-coupled cavities can be built by properly spacing inductive irises in a section of rectangular waveguide, as shown schematically in Fig. 10.50a. The values of the normalized susceptances $b_{1}, b_{2}$,
. . . , $b_{n}, b_{n+1}$ can be computed from Eqs. (156) to (159) inclusive with the help of Eqs. (106), (107), (141) and (142). If $\omega_{0} / w$ is larger than 100, to a good approximation

$$
\left.\begin{array}{rl}
\left|b_{1}\right| & =\left\{\frac{2}{\pi} C_{1} \frac{\omega_{0}}{\omega}\left[1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}\right]\right\}^{3 / 2} \\
\left|b_{2 k}\right| & =b_{1}^{2} \sqrt{\frac{L_{2 k} C_{2 k-1}}{C_{1}}}, \\
\left|b_{2 k+1}\right| & =b_{1}^{2} \sqrt{\frac{L_{2 k} C_{2 k+1}}{C_{1}}}, \\
b_{n+1} & =\left\{\begin{array}{ll}
b_{1} \sqrt{\frac{L_{n}}{R C_{1}}} & \text { for } n \text { even } \\
b_{1} \sqrt{\frac{R C_{n}}{C_{1}}} & \text { for } n \text { odd. }
\end{array}\right\} \tag{163}
\end{array}\right\}
$$

The lengths of the cavities are computed by means of Eq. (140). In practice, however, the irises are uniformly spaced and the cavities thus


Fig. 10.51.-Two direct-coupled cavities, their equivalent circuit and the corresponding prototype structure. formed are tuned separately to the frequency $\omega_{0}$ by means of capacitive screws. An equivalent circuit for this chain of cavities is shown in Fig. 10.50b. This circuit is obtained from Fig. $10 \cdot 49 a$ by transforming the coupled coils into T -networks of inductances. This transformation places in evidence the fact, already clear from the above discussion, that the reactances of the irises are just the coupling reactances shown in Fig. $10 \cdot 49 a$.

The design procedure discussed above is not limited, of course, to rectangular cavities. However, when other types of cavities are used, the dimensions of the coupling irises must be determined experimentally since no design equations are available.
10.9. Filters Employing Di-rect-coupled Cavities.-The simplest type of cavity filter consists, of course, of two direct-coupled cavities. The equivalent circuit shown in Fig. $10 \cdot 51 a$ is of the familiar double-tuned type. By varying the cou-
pling between the resonant loops in this circuit, the well-known transmission curves plotted in Fig. 10.52 may be obtained.

The two-cavity filter may be derived from the prototype structure shown in Fig. $10 \cdot 51 b$. If

$$
L_{1}=C_{2}=R=1,
$$

this structure becomes identical to the constant- $k$ half section discussed in Sec. $9 \cdot 10$. The power ratio for this half section was found to be

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\omega^{4} \tag{164}
\end{equation*}
$$

The condition $L_{1}=C_{2}=R=1$ corresponds, then, to critical coupling.

If rectangular cavities are used, the


Fig. 10.52.-Effect of coupling on transmission through double-tuned circuits. irises can be designed theoretically, as explained above. With reference to Fig. $10.51 c$ from Eqs. (160) and (151),

$$
\begin{gather*}
\left|b_{1}\right|=\sqrt{\frac{2}{\pi} \frac{\omega_{0}}{w}\left[1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}\right]}  \tag{165}\\
\left|b_{2}\right|=b_{1}^{2} . \tag{166}
\end{gather*}
$$

A filter of this type has been designed and built by Fox. The dimensions of the filter are given in Fig. $10 \cdot 53$ for a mean frequency equal to 3000


Fig. 10.53.-A bandpass filter consisting of two rectangular cavities, direct-coupled. (Afler Fox.)
$\mathrm{Mc} /$ sec and a bandwidth equal, approximately, to 1 per cent. Apart from a midband loss (due to dissipation) of 0.6 db , the general behavior of the filter follows the theoretical curve so closely that no useful purpose is served by reproducing the experimental curve.

A different example of critical cavity coupling is afforded by the design of Cork and Clark ${ }^{12}$ illustrated in Fig. 10-54. This filter is an engineered version of two reentrant cavities with iris couplings and coaxial terminals. In order to obtain a ratio $\omega_{0} / w$ between 85 and 105 , it was found necessary to open the input iris until it extended the full height of the cavity. Likewise, to obtain critical coupling, the coupling iris also had to be extended the full height of the cavity. The consequent shape with reentrant cylindrical cavities was so grotesque that the rectangular shape shown in the final design was adapted to facilitate manufacture. Figure 10.55 shows the rough form of the filter for both cylindrical and rectangular shapes and illustrates the development. For practical reasons, it was also found desirable to bend the inner conductor of the


Fig. 10.54.-Tunable bandpass filter consisting of two direct-coupled reentrant csvities. (After Cork and Clark.) input and output lines through $90^{\circ}$. These couplings thus appear more like loops than irises in the final design.

This filter was designed to have a resonant frequency adjustable from 950 to $1150 \mathrm{Mc} / \mathrm{sec}$ with a constant bandwidth over the range of adjustment. In order to accomplish this, it was necessary to provide a mechanism for ganged tuning the cavities. Of the various possibilities, metalslug tuning was selected because of its freedom from sliding metal contacts and because of the linearity of tuning with displacement of the slugs, which is illustrated in Fig. 10-56. A dielectric bridge serves to couple the tuning slugs and permits ganged tuning. The introduction of the slugs increases the dissipation in the cavities, but the extra loss is not excessive when the cavities are loaded sufficiently and may be minimized by proper design of the slugs. In order to adjust the cavities to the same resonance frequency initially, trimmer screws are provided.

As the cavities are tuned over the band from 950 to $1150 \mathrm{Mc} / \mathrm{sec}$, it is found that the condition of critical coupling is not maintained. The cavities appear overcoupled at the high-frequency end and undercoupled at the low-frequency end. In order to compensate for this variation, the metal diaphragm was introduced. The resulting pass bands at the middle and at the edges of the tuning range are shown in Fig. 10-57.

The empirical design of such a filter by "bench" testing is an undertaking of no mean proportions. Many of the distances are very critical.


Frg. 10.55.-Wuccessive stages in the development of the filter shown in Fig. 10.54.
For instance, it is evident from the plot of the input loaded $Q$ of either cavity ( $Q_{L_{1}}$ ) against the separation of the input line and the cavity center line shown in Fig. $10 \cdot 58$ that a change in this distance of only 0.04 cm produces a change in $Q_{L 1}$ of about 10 . The distance between cavity center lines is almost as critical. Thus, a change of 0.1 cm between cavity center lines alters the bandwidth by approximately 10 per cent. Other distances are much less critical. For instance, there is very little dependence of loaded $Q$ on the length of the input and out-


Fig. 10.56.-Resonant frequency of reentrant cavity shown in Fig. 10.54 as a function of slug position. put irises. However, as in all coupled resonant circuits, the tuning of the


Fig. 10.57.-Bandpass characteristics of filter shown in Fig. 10.54 for various values of the mean frequency.
cavities is critical. For instance, if the trimmer screw is advanced by 0.011 in . in one cavity, the center of the filter pass band is shifted by $5 \mathrm{Mc} / \mathrm{sec}$.


Fra. 10-58. -Dependence of $Q_{L_{1}}$ of the cavity shown in Fig. 10.54 on coupling.

In addition to the difficulties of manufacture imposed by close tolerances, other production problems are created by assembly requirements. Thus, it was decided to make the dielectric bridge from steatite, whose distortion temperature exceeds $1000^{\circ} \mathrm{C}$, so that silver solder might be used in the final assembly. However, steatite is very hard and results in considerable wear on the cavity center conductor unless it is chromiumplated. Fortunately, in this case, the chromium does not introduce an excessive amount of loss since the pass band is relatively broad.

In actual practice, this filter is used as a duplexer by substituting a TR tube for one of the trimmer screws. The transmitter power and the local oscillator signal are applied to opposite ends of the filter through additional irises which are omitted from the drawing in the interests of simplicity. The two coaxial terminals are connected
to the antenna and mixer, respectively. Consequently, the desirable filter feature is high image rejection. Table $10 \cdot 2$ gives the attenuations observed for image frequencies $120 \mathrm{Mc} / \mathrm{sec}$ away from various signal frequencies in the tuning range. This filter has been described in somewhat greater detail than some of the others because it is one of the few filters that to date have been engineered for quantity production.

| Signal frequency, Mc/sec | Image frequency, <br> Mc/sec | Insertion loss, db |
| :---: | :---: | :---: |
| 950 | 830 | . |
| ... | 1070 | 48 |
| 1050 | 930 | 39 |
| . . . | 1170 | 52 |
| 1150 | 1030 | 38 |
|  | 1270 | $>50$ |

The two filters described above are adjusted for critical coupling. This adjustment, however, does not yield maximum band vidth for given loss tolerances in the pass band and given sharpness of cutoff. The optimum design for frequency discrimination corresponds to overcoupling. The amount of overcoupling required depends on the tolerance allowed in the pass band. This question can best be investigated by studying the behavior of the power-loss ratio for the prototype lowpass structure of Fig. 10.51 b for arbitrary values of $R$ and $C_{1}$. The value of $L_{2}$ cannot be specified independently if the cavity filter must be symmetrical. In fact, Eq. (159) yields for $X_{1}^{2}=X_{n+1}^{2}$,

$$
\begin{equation*}
L_{2}=R C_{1} . \tag{167}
\end{equation*}
$$

When $R C_{1}$ is substituted for $L_{2}$ in the expression for the power ratio,

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{(1-R)^{2}}{4 R}\left[\frac{\left(C_{1}^{2} R\right.}{1-R} \omega^{2}-1\right]^{2} . \tag{168}
\end{equation*}
$$

This equation can be identified with Eq. (198) of Sec. $9 \cdot 18$ in which the Tchebysheff polynomial is $T_{2}(\omega)$. Since the coefficient of $\omega^{2}$ must be equal to 2 , the following relation must be satisfied by $R$ and $C_{2}$,

$$
\begin{equation*}
C_{1}^{2}=\frac{2(1-R)}{R} . \tag{169}
\end{equation*}
$$

The tolerance of the power ratio in the pass band is then

$$
\begin{equation*}
\varepsilon^{2}=h^{3}=\frac{(1-R)^{2}}{4 R} \tag{170}
\end{equation*}
$$

Eqs. (167), (169), and (170) thus permit the design of a low-pass filter having a cutoff frequency equal to one radian/sec and a specified tolerance of $\varepsilon^{2}$. The cutoff frequency is defined, in this case, as the maximum frequency at which the power ratio is within the specified tolerance. Since, as pointed out in Sec. $9 \cdot 18$, Tchebysheff polynomials yield maximum sharpness of cutoff for a given tolerance and a given cutoff frequency, an optimum design has been obtained.

For critical coupling, that is, for monotonic behavior of the ratio $P_{0} / P_{L}, R$ must be equal to I. Equation (168) becomes then

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{C_{1}^{4}}{4} \omega^{4} . \tag{171}
\end{equation*}
$$

The tolerance for unity cutoff frequency is

$$
\begin{equation*}
\varepsilon^{2}=\frac{C_{1}^{4}}{4} \tag{172}
\end{equation*}
$$

It follows that for the same bandpass tolerance and the same bandwidth, the off-band insertion loss for an overcoupled filter is 6 db larger than for a critically coupled filter. Once the values of the elements of the prototype section are determined, the microwave filter can be designed by following the procedure discussed above.

The actual insertion loss of a two-cavity filter will depart from the predicted behavior because of dissipation in the cavities. The effect of dissipation is a distortion of the characteristics as well as a finite loss over the whole pass band. Nothing can be done, of course, about the loss. However, it can be shown that it is possible to correct approximately for distortion of the characteristics by substituting for $C_{1}, L_{2}, R$ the values $C_{1}^{\prime}, L_{2}^{\prime}, R^{\prime}$ defined by

$$
\begin{equation*}
C_{1}^{\prime}=\frac{C_{1}}{\left(1+\frac{1}{\delta} C_{1}\right)} \quad L_{1}^{\prime}=L_{1}\left(1+\delta C_{1}\right) \quad R^{\prime}=R\left(1+\delta C_{1}\right)^{2} . \tag{173}
\end{equation*}
$$

The loss factor $\delta$ depends on the unloaded $Q_{0}$ of the two cavities and on the ratio $\omega_{0} / w$ as follows:

$$
\begin{equation*}
\delta=\frac{1}{Q_{\bullet}} \frac{\omega_{0}}{w} . \tag{174}
\end{equation*}
$$

If these corrections are made, the actual power ratio will be equal to the theoretical power ratio in the absence of dissipation multiplied by the factor $\left(1+\delta C_{1}\right)^{2}$. In other words, the final effect of dissipation will be a constant loss $L_{d}$ given by the expression

$$
\begin{equation*}
L_{d}=20 \log _{10}\left(1+\delta C_{1}\right) \approx 8.7 \frac{\omega_{0}}{w} \frac{C_{1}}{Q_{0}} \tag{175}
\end{equation*}
$$

The design of direct-coupled cavity filters is straightforward. There are, however, several practical considerations that limit the usefulness of such filters. First of all, the tolerances on the dimensions of the coupling irises set a practical limit to the ratio $\omega_{0} / w$. For instance, in rectangular cavities the susceptance of each coupling iris is about $(1 / \pi)\left(\omega_{0} / w\right)$. It follows from Eq. (129) that in the case of a $1-$ by $\frac{1}{2}-\mathrm{in}$. rectangular waveguide for $\omega_{0} / w=300$, a change of 0.005 in . in the opening of the iris would correspond approximately to a 10 per cent change of bandwidth. It is evident that such a tolerance in the dimensions of the irises would result in a considerable distortion of the characteristics of the filter.

A second practical difficulty arises from the fact that the individual cavities cannot be separately tested and adjusted before assembly. The lineup procedure after assembly becomes very complex if more than two or three cavities are used. These difficulties may be overcome through careful construction, but the manufacturing cost will be correspondingly high. A method of designing cavity filters that circumvents most of the limitations noted above is discussed in Sec. $10 \cdot 11$.

In the preceding sections, the direct coupling of modes in separate cavities has been considered. Before leaving the subject of direct coupling, it is worth while to consider the possibility of utilizing several modes in a single cavity. The next section is devoted to this topic.
10.10. Cavities Excited in More Than One Mode.-The reader will recal! that a cavity resonator is inherently a complex reactive network as the equivalent circuit of Fig. $10 \cdot 38$ indicates. Therefore, the possibility of approximating the behavior of a complex lumped-element filter by means of a single-cavity resonator may be considered. Such a method of design would result obviously in a considerable saving of space and weight. Although very little research has been done up to the present along this line, it seems worth while to indicate a method of attack that may lead to useful results. A type of cavity that, alone, behaves like a two-cavity filter will also be described. An experimental model of such a cavity has been built by the authors and the results of the test are reported below.

According to Foster's reactance theorem, any two-terminal-pair reactive network can be represented in the form shown in Fig. $10 \cdot 38$ with the possible addition of arbitrary reactances in series with the input terminals. It can be shown, however, that most practical filters, and, in particular, the ones that have the optimum Tchebysheff behavior discussed in Secs. $9 \cdot 18$ and $9 \cdot 19$, do not require these additional series reactances. It follows that if the resonance frequencies of a cavity and the coupling to the different modes are successfully adjusted to coincide with the corresponding quantities for a lumped-element filter, the behavior of the filter will be approximated by the cavity over a limited frequency band.

As an illustration of this statement, consider the equivalent circuit of
the two-cavity filter shown in Fig. 10.59a. This circuit can be transformed into either one of the normal forms shown in Figs. $10.59 b$ and 10.59 c. The two normal frequencies $\omega_{1}$ and $\omega_{2}$ can be expressed in terms of $\omega_{0}$ and the coupling coefficient $k=M / L$, as follows:

$$
\begin{equation*}
\omega_{1}=\frac{\omega_{0}}{1+k}, \quad \omega_{2}=\frac{\omega_{0}}{1-k} \tag{176}
\end{equation*}
$$

Note that one of the mutual inductances of Fig. $10.59 b$ is negative. This negative mutual inductance corresponds to the ideal transformer (Fig.


Frg. 10.59.-Three equivalent forms of a double-tuned filter.
$10.59 c$ ) which produces a $180^{\circ}$ phase shift. If the ideal transformer were missing, the insertion loss of the filter would be infinite for $\omega=\omega_{0}$ because the reactance of the shunt arm of the $T$ would vanish at that frequency.

Consider now a cavity consisting of a section of square guide closed at both ends. Such a cavity has two independent modes of resonance at the frequency for which the length of the cavity equals one-half the guide wavelength for the $T E_{10}$-mode. The lines of electric field and mag-
netic field for these two modes are shown in Figs. $10 \cdot 60 a$ and $10 \cdot 60 b$. The resonance frequency of one mode can be changed with respect to the frequency of the other mode by deforming the square into a rectangle or, more simply, by inserting a capacitive screw as shown in Fig. 1060c. Thus the resonance frequencies of the two modes can be adjusted to coincide with $\omega_{1}$ and $\omega_{2}$ in Fig. 10.59. The two modes are then equally coupled to the input and output coaxial lines by means of loops lying in the diagonal planes of the guide at $90^{\circ}$ with respect to each other. Such an arrangement provides equal couplings for the two modes, together with the $180^{\circ}$ phase shift required by the network of Fig. $10 \cdot 59 b$. In fact, the magnetic fluxes of the two modes linking the loop shown in Fig. $10 \cdot 60 d$ are equal in both magnitude and phase for one orientation of the loop, but they are opposite in phase for the other orientation as shown in Fig. $10-60 e$. The self-inductances of the loops are represented by the two inductances $L_{0}$ in Fig. $10 \cdot 59$ b. In conclusion, if the presence of other modes of resonance is neglected, the cavity is equivalent to the network of Fig. $10.59 b$ and,


Fig. 10.60.- Illustration of the operation of a rectangular cavity behaving as a doubletuned filter. therefore, to the network of Fig. 10.59a.

The equivalence of the cavity to the original network of Fig. 10•59a can be seen more directly in the following manner. The independent modes of oscillation of the cavity, before the introduction of the screw, can be chosen in an infinite number of ways as arbitrary linear combinations of the particular modes shown in Figs. $10.60 a$ and $10 \cdot 60 b$. For instance, modes that may be considered as independent are those having the field configurations shown in Figs. $10 \cdot 60 f$ and $10 \cdot 60 \mathrm{~g}$. The mode of Fig. $10 \cdot 60 f$ is coupled to the loop shown in Fig. $10 \cdot 60 d$ but not to the loop shown in Fig. $10.60 e$. Vice versa, the mode of Fig. $10 \cdot 60 g$ is coupled to the loop of Fig. $10 \cdot 60 \mathrm{e}$ and not to the loop of Fig. $10 \cdot 60 \mathrm{~d}$. It follows that no transmission can take place if the loops are normal to each other. However, if the two modes are coupled to each other inside the cavity by any convenient device, the cavity becomes equivalent to the network of Fig. $10.59 a$ and power will be transmitted from one loop to the other. The screw shown in Fig. $10 \cdot 60$ c, for instance, can be used to couple the two modes so that the two methods of design lead to the same result. It
is evident from this discussion and from Eq. (176) that the coupling coefficient $k$ depends on the length of the screw. It follows that by adjusting the screw transmission, curves of the types shown in Fig. 10.52 may be
 obtained. In this process, however, the length of the cavity must be readjusted if the mean frequency $\omega_{0}$ is to be kept constant. Loop coupling is not essential to the design. Iris coupling can also be used as shown in Figs. 10.60 h and $10 \cdot 60 i$.

A cavity of the same type can be designed using a section of circular waveguide. The configurations of the two independent modes for this case are shown in Figs. $10.61 a$ and $10.61 b$. The input and output waveguides are coupled through the cylindrical surface although the end plates could be used just as well for this purpose. The operation of this cavity is very similar to the operation of the cavity discussed above, as indicated schematically in Fig. 10.61. An experimental model of a cavity of this type is shown in Fig. $10 \cdot 62$. Figure $10 \cdot 63$ is a plot of the insertion loss as a function of frequency for such a filter. It will be observed that the stray direct coupling between the irises, which has been neglected in the above analysis, limits the ultimate off-band insertion loss that is obtainable to 35 to 40 db . This effect becomes progressively more important as the bandwidth of the filter is increased by opening the iris holes. One would expect the direct coupling to be smaller for the same bandwidth when the input and output guides are connected to the end plates. This fact, however, has not been checked experimentally. The adjustment of the bandwidth and of the coupling


Fig. 10.62.-A cylindrical cavity that behaves as a doubletuned filter. icrew must be done experimentally but pparatus described below make such adjustments relatively simple. n actual practice, it has been found desirable to provide two dditional tuning screws symmetrically inserted into the cavity along
radii at $45^{\circ}$ to the coupling serew to permit the tuning of both modes to the same desired frequency. This procedure is necessary, in general, unless the cavity has perfect symmetry about the plane of the coupling screw, a condition impossible to achieve in practice.

It is possible to couple two such cavities with a quarter wavelength of transmission line, as explained in the next section, and obtain characteristics equivalent to those for four quarter-wavelength-coupled cavities with single resonances. The advantage of this type of filter from the standpoint of weight and space is obvious.

In principle, a cavity that has three independent modes of oscillation successively excited may be designed. However, to date this has not been accomplished, according to the best information of the authors. It should be remarked that in extending the principle of multiresonance, spurious modes excited at frequencies near the pass band must be avoided.

## FILTERS EMPLOYING QUARTER-WAVELENGTH COUPLINGS

The difficulties of manufacturing and adjusting filters employing direct-coupled cavities become increasingly serious as the pass band becomes narrower. However, a method of cavity coupling which circumvents these difficulties has been developed and will be described below. This method is by no means limited to narrow-band applications but may be used advantageously in certain broadband designs.
10.11. Theory of Quarter-wavelength Coupling.-The method of coupling discussed in this section is based on the impedance-transforming properties of quarter-wavelength lines. In order to understand this transformation property, consider a quarter-wavelength line terminated in a normalized impedance $Z$. The normalized input impedance of such a line is

$$
\begin{equation*}
Z=\frac{Z+j \tan \frac{\pi}{2}}{1+j Z \tan \frac{\pi}{2}}=\frac{1}{Z} \tag{177}
\end{equation*}
$$

It follows that the circuit of Fig. $10.6+a$ is equivalent to the circuit of Fig.
$10.64 b$ if the normalized impedance $Z^{\prime}$ is equal numerically to the normalized admittance $Y$ and if both lines in Fig. $10 \cdot 64 a$ are one-quarter of a wavelength long. In fact, the two networks have the same open-circuit and short-circuit impedances.

Consider now the ladder structure of Fig. 10.65a. This structure can be transformed as shown in Fig. $10.65 b$ where $Y_{2}, Y_{4}, Y_{6}$, etc. are equal,


Fro. 10.64.- Illustration of the impedancetransforming properties of $\lambda_{g} / 4$ lines. respectively, to $Z_{2}^{\prime}, Z_{4}^{\prime}, Z_{6}^{\prime}$, etc. The two networks are exactly equivalent at the frequency for which the coupling lines are onequarter wavelength long. All the sections of line must, of course, have unity characteristic impedance, that is, the admittances and impedances of the elements must be normalized. However, if the frequency band of interest is small compared with the mean frequency, as in the case of narrow-band filters, the frequency dependence of the electrical length of the lines may be neglected to a first approximation.

Let $Y_{1}, Y_{3}, Y_{5}, \ldots$ of Fig. $10 \cdot 65 a$ be the normalized admittances of parallel-tuned circuits resonating at the frequency $\omega_{0}$, and $Z_{2}^{\prime}, Z_{4}^{\prime}, Z_{6}^{\prime}$ be the normalized impedances of seriestuned circuits also resonating at the frequency $\omega_{0}$. A filter of this type, shown in Fig. 10.66a, can be derived from the prototype low-pass structure of Fig. $10.49 b$ by following the procedure described in Sec. 9.8. The corresponding filter employing $\lambda_{a} / 4$ couplings is shown in Fig. $10 \cdot 66 b$. The $Q$ 's of the paralleltuned circuits, when loaded on both sides by the characteristic impedances of the adjacent lines, are given by

$$
\begin{equation*}
\left(Q_{L}\right)_{2 k+1}=\frac{1}{2} C_{2 k+1} \frac{\omega_{0}}{w} \tag{178}
\end{equation*}
$$


(a)

(b)

Fig. 10.65.—Equivalent ladder struetures.
where $w$ is the bandwidth between the two frequencies corresponding to the point $\omega=1$ in the frequency response of the prototype structure.

Since a symmetrically loaded transmission cavity has been found to be approximately equivalent to a shunt-tuned circuit, whose loaded $Q$ is given by Eq. (178), a simple microwave realization of the structure of

Fig. $10 \cdot 66 b$ is obtained in the form of a chain of cavities coupled by quarterwavelength lines. The only difficulty may arise from the fact that the terminating resistance $R$ is not in general equal to the characteristic


Frg. 10.66. - A bandpass filter and its $\lambda_{0} / 4$-coupled equivalent.
impedance of the output line, that is, $R \neq 1$. In this case, the last clement of the network is transformed as shown in Fig. 10•67. Because of the transforming property of the quarter-wavelength line, a conductance $G^{\prime}=R$ can be substituted, as shown in Fig. $10 \cdot 67 b$, for the last section of line of Fig. $10 \cdot 67 a$ terminated by the resistance $R$. The conductance $G^{\prime}$ is then transformed into a properly terminated line of unity characteristic impedance preceded by an ideal transformer of ratio 1 to $\sqrt{R}$, as shown in Fig. $10 \cdot 67 \mathrm{c}$. The last tuned circuit together with the ideal transformer is then identified with an asymmetrically loaded cavity, as shown in Fig. 10-39b, for $Z_{01}=Z_{02}=1$ and $a=\sqrt{R}$. The input and

( $t$ )

(c)

Fig. 10.67.-(hange of impedance level at the output terminals of the structure shown in Fig. 10.66b. output loaded $Q$ 's of the cavity are then, respectively,

$$
\left.\begin{array}{l}
\left(Q_{L 1}\right)_{n}=L_{n} \frac{\omega_{0}}{w}  \tag{179}\\
\left(Q_{l, 2}\right)_{n}=\frac{L_{n}}{R} \frac{\omega_{0}}{w}
\end{array}\right\}
$$

The $Q$ of the cavity loaded on both sides then becomes

$$
\begin{equation*}
\left(Q_{L}\right)_{n}=\frac{L_{n}}{1+R} \frac{\omega_{0}}{w} . \tag{180}
\end{equation*}
$$

If the last element of the structure of Fig. $10 \cdot 49 b$ is a shunt-tuned circuit, the last quarter-wavelength section of line will be missing from the structure of Fig. 10.66b. In this case

$$
\begin{align*}
\left(Q_{L 2}\right)_{n} & =R C_{n} \frac{\omega_{0}}{w}  \tag{181}\\
\left(Q_{L}\right)_{n} & =\frac{R C}{1+R} \frac{\omega_{0}}{w} .
\end{align*}
$$

Changes of impedance level similar to the one just described can be performed at other points in the structure.

The method of design based on the use of quarter-wavelength couplings is not limited to cavity filters. For instance, resonant irises can be used to approximate the behavior of the parallel-tuned circuits in Fig. $10 \cdot 66 b$. However, since resonant irises have relatively low $Q_{0}$ 's, they are not used in connection with narrow-band filters. On the other hand, in the case of bandwidths of a few per cent, the use of resonant irises instead of cavities results in a considerable saving of space and weight. Some examples of filters employing resonant irises will be described later. The design procedure for such filters is the same as for cavity filters. It must be pointed out, however, that only structures for which the terminating resistance $R$ is equal to unity can be physically realized by means of resonant irises. In fact, no change of impedance level can be performed in this case since resonant irises are inherently symmetrical.

The advantages of quarter-wavelength coupling over direct coupling are evident from the above discussion. In the first place, the tolerances on the dimensions of the cavity couplings are considerably relieved. For instance, in the case of rectangular cavities that are quarter-wave-length-coupled by rectangular guides of the same dimensions as the cavities, the irises have susceptances approximately equal to

$$
\left(\frac{1}{\pi} \frac{\omega_{0}}{w}\right)^{1 / 2}
$$

that is, to the square root of the value required if the cavities were directly coupled. In the second place, the quarter-wavelength lines provide a simple way of mechanically connecting the individual cavities. Since these coupling lines are not resonant, an electrical connection made at any point in the line will not interfere with the filter operation, provided this connection satisfies reasonable specifications on voltage standing-wave ratio and loss. The connection should also be sufficiently
far from the cavity couplings to prevent interference with their operation. Each cavity can then be built, adjusted, and tested as a separate unit, so that only minor readjustments are necessary when the cavities are assembled into a filter. The advantages of this adjustment and test procedure for quantity production are obvious.

The construction problems can be further simplified by making all the cavities identical. Such a design is not optimum in the sense that better filter characteristics could be obtained with the same number of cavities, but very often the resulting simplicity of construction is worth the loss of performance. The power-loss ratio of a filter consisting of $n$ identical cavities (or resonant irises) can be computed by means of Eqs. (141) and (143) of Sec. $9 \cdot 12$. In fact, the structure of Fig. 10.66 can be considered as a cascade combination of $n$ identical sections when all the tuned circuits are equal and the terminating resistance is equal to one. Each of these sections consists of a quarter-wavelength line of characteristic impedance equal to one, shunted at its midpoint by a tuned circuit. Let the normalized susceptance of the tuned circuit be

$$
\begin{equation*}
B=2 x \tag{182}
\end{equation*}
$$

where

$$
\begin{equation*}
x=Q_{L}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \approx 2 Q_{L} \frac{\omega-\omega_{0}}{\omega_{0}} \tag{183}
\end{equation*}
$$

is a frequency variable normalized with respect to the resonance frequency $\omega_{0}$ and the loaded $Q$. In terms of this variable, the power-loss ratio for one section is

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+x^{2}, \tag{184}
\end{equation*}
$$

and the propagation function is

$$
\begin{equation*}
\gamma_{0}=\cosh ^{-1}(-x) . \tag{185}
\end{equation*}
$$

It follows that the power-loss ratio for $n$ sections is given by

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{n}=1+x^{2} \frac{\sin ^{2}\left[n \cos ^{-1}(-x)\right]}{\sin ^{2}\left[\cos ^{-1}(-x)\right]}=1+x^{2} U_{n}^{2}(-x)=1+x^{2} U_{n}^{2}(x) . \tag{186}
\end{equation*}
$$

The function $\zeta_{n}(x)$ is the Tchebysheff polynomial of the second kind and of the order $n$. The polynomials corresponding to $n=1,2,3,4$ are given below.

$$
\left.\begin{array}{l}
l_{1}(x)=1  \tag{187}\\
C_{2}(x)=2 x \\
l_{3}(x)=4 x^{2}-1 \\
l_{4}(x)=8 x^{3}-4 x .
\end{array}\right\}
$$

The recurrence formula for these polynomials is

$$
\begin{equation*}
U_{n+1}=2 x U_{n}-U_{n-1} \tag{188}
\end{equation*}
$$

Note that the validity of Eq. (186) is not limited to the case in which the shunt branches are tuned circuits. In this circuit $B$ can be any suseeptance, provided, of course, that the proper expression for $x$ is used.


Fig. 10.68.-Power-transmission curve for $n$ quarter-wavelength-coupled resonant elements.

Plots of the percentage transmission, that is, of $\left(P_{L} / P_{0}\right)_{n}$, are shown in Fig. 10.68 for $n=1,2,3,4$. These curves show that the bandpass tolerance increases with $n$; consequently, values of $n$ larger than 4 are seldom used. For large values of $x$, the off-band insertion loss becomes approximately

$$
\begin{equation*}
L_{n} \approx 6(n-1)+20 n \log _{10} x . \tag{189}
\end{equation*}
$$

The application of these formulas to the design of practical filters will be discussed in the succeeding section.
10.12. Filters Employing $\lambda_{\theta} / 4$-coupled Cavities.-Because of the construction advantages mentioned above, $\lambda_{g} / 4$-coupled cavities are becoming increasingly popular. The applications are scattered throughout the frequency range from 200 to $10,000 \mathrm{Mc} / \mathrm{sec}$, using both waveguide and coaxial couplings. Typical examples will be described, one of them in detail. The actual behavior of these filters deviates so little from the predicted behavior that it does not appear worth while to give complete experimental data in all cases.

The filter that will be discussed most completely consists of a number of reentrant cylindrical cavities of the type illustrated in Fig. 10•47, separated by quarter-wavelength coaxial lines. The lines are loopcoupled to the cavities so that the effective locations of the input terminals of the cavities must be determined experimentally. This determination can be performed, with the help of a standing-wave detector, by finding the position of the voltage zero in the input line when the cavity is detuned. Under these conditions the input terminals of the cavity are effectively short-circuited. It follows that their location must be an integral number of half wavelengths from the position of any voltage zero. This experimental determination may be done in such a way that the equivalent line length of whatever fittings are used to connect the cavity to the coaxial lines is included. The effective length of the coupling lines is often made equal to three or five quarter wavelengths to provide additional mechanical spacing. These longer lines are, of course, more frequency-sensitive, but their frequency behavior can still be neglected in most practical cases.

Because of incidental dissipation, perfect transmission is never obtained. The minimum insertion loss of $n$ identical cavities quarter-wavelength-spaced is very nearly $n$ times the minimum loss of one cavity. Dissipation tends also to smooth out the curve of the insertion loss in the pass band. For instance, the experimental curves for the insertion loss plotted in Fig. 10.69, which are in good agreement with the corresponding theoretical curves in the attenuation band, show no appreciable wiggles in the pass band.

The fact that type N couplings may be used in practice to link the cavities to the transmission lines mechanically would indicate that the tolerance on the effective length of coupling lines is extremely liberal. This contention was experimentally substantiated by inserting a line stretcher between two cavities and observing the effect on the transmission curve of the filter. The resulting characteristics observed for various line lengths in the case of a two-cavity filter are presented in Fig. 10.70. It will be noted that a variation of $\pm \lambda_{\rho} / 20$ in the length
of the coupling line is tolerable for most purposes. As the length of the coupling line approaches half wavelength, the transmission curve becomes


Fio. 10.69.-Observed insertion loss of $n$ quarter-wavelength-coupled cavities of the type shown in Fig. 10-47.


Fig. 10.70.-Effect of improper spacing between two identical cavities. Curves $a, b, c, d, e$, and $f$ refer to spacings of $\lambda_{g} / 4,1.2 \lambda_{g} / 4,1.4 \lambda_{g} / 4,1.6 \lambda_{g} / 4,1.8 \lambda_{g} / 4$, and $\lambda_{g} / 2$, respectively.
lopsided and a double hump appears. These two humps separate more and more until finally, at exactly half-wavelength spacing, three symmetrically arranged humps appear. It should be remarked that this
experiment justifies the assumption made above in neglecting the frequency behavior of the coupling lines for narrow-band filters.

When the length of the coupling line is held fixed at a quarter wavelength, it is found, as one would expect, that the angular position of the coupling loop in the cavity is not critical. Transmission curves for various orientations of the loops are shown in Fig. 10.71. This method of varying the coupling provides a feasible method of adjusting the bandwidth over a limited range. Thus a rotation of the loops through $45^{\circ}$ from the position of maximum coupling should reduce the bandwidth by a factor of 2 . Since the loaded $Q$ is doubled in this process, an increased midband loss as actually observed is to be expected. Roughly speaking, the loaded $Q$ of a cavity varies inversely as the square of the area of the coupling loop. Consequently, when the bandwidth is


Frequency
Fig. 10.71.-Effect of loop orientation on transmission through two $\lambda_{g} / 4$-coupled cavities. Curve $a$ shows all loops oriented for maximum coupling; Curve $b$ shows one loop of coupling line rotated off $30^{\circ}$; and Curve $c$ shows all loops rotated off $45^{\circ}$ and thus reducing loaded $Q$ of each cavity by a factor of approximately 2. critical, the loop size must be held to a close tolerance.

The theory of quarter-wavelength-coupled cavities assumes that all the cavities are tuned to the same frequency. This adjustment is perhaps the most critical in the construction of such a filter. Figure 10.72 shows the effect of detuning one of the cavities in a two-cavity


Frg. 10.72.-Effect of detuning of transmission through two $\lambda_{8} / 4$-coupled cavities.
filter by an amount equal to the bandwidth of a cavity. As might be expected, the minimum loss is greatly increased and the center of the pass band is shifted. Of course, the higher the loaded $Q$, the more critical the adjustments are. Fortunately, the accurate adjustment of a cavity to a given frequency by means of a tuning screw is not a difficult procedure.

Before progressing to a discussion of other types of quarter-wave-length-coupled filters, it is interesting to investigate the characteristics that can be obtained if the tuning of the cavities is varied and the length of the coupling lines readjusted to optimum values. Unfortunately, no simple method of theoretical analysis is available to handle the general case. Figure 10.73, however, pre-


Frequency
Fig. 10.73.-Observed transmission through four $\lambda_{g} / 4$-coupled cavities, stag-ger-tuned. sents an observed transmission curve which illustrates how the bandwidth may be expanded at some cost in minimum transmission loss. This curve is included mainly to satisfy the curiosity since, in general, more satisfactory transmission curves can be achieved in other ways.

Filters similar to those just described have been constructed at both 200 and $300 \mathrm{Mc} / \mathrm{sec}$. At these frequencies, reentrant cavities using uniform center conductors become inordinately large. If the required loaded $Q$ is not too high, it is customary to foreshorten the cavity by increasing the capacity between the reentrant line and the end wall of the cavity. In the extreme case, the cavity appears as in Fig. 10.74 and may be regarded as composed of an inductive line $L$ and a lumped capacity $C$. Increasing the capacity decreases the length of line required to produce a certain resonant frequency since

$$
\begin{equation*}
\omega_{0} \approx \frac{1}{\sqrt{\overline{L C}}} . \tag{190}
\end{equation*}
$$

Even if the capacity is estimated from the electrostatic capacity of the parallel plate combination without regard for fringing and the inductance is treated as the lumped equivalent of a short section of


Fig. 10.74.-A reentrant cylindrical cavity foreshortened by the use of capacity loading and its equivalent circuit. concentric line, the frequency estimated by the familiar equation given above is accurate to 10 per cent.

The sketch of Fig. 10.75 is scaled to dimensions suitable for a loaded $Q$ of about 30 and a resonance frequency adjustable from 190 to $220 \mathrm{Mc} / \mathrm{sec}$. The condenser plates are made unequal to increase the linearity of tuning with displacement and to increase the displacement required for a given
frequency change. Type N fittings are suitable for input and output connections to either coaxial line or cable. The center conductor of the coaxial line is usually run straight through the cavity and is connected to the cavity center conductor. Such coupling obviously constitutes a loop and thus the loaded $Q$ may be changed by varying the distance $h$ of the wire from the bottom of the cavity since $Q_{L}$ is roughly inversely proportional to $h^{2}$. As in the previous case; the effective location of the input terminals of the cavity must be determined experimentally. In a typical application of these cavities, the distance for effective quarter-wavelength coupling between successive cavity center lines is only $5 \frac{7}{8}$ in., only slightly larger than the diameter of the cavities used, namely, $4 \frac{1}{4} \mathrm{in}$.

The introduction of lumped capacities in the cavity considerably decreases the unloaded $Q$ because of the increased


Fig. 10.75.-A practical structure for a capacity-loaded cavity with loop coupling. surface area. However, for a loaded $Q$ of 30 , the minimum transmission loss for the cavity just described is only 0.2 db . The tandem arrangement of three cavities of this type is not unusual. A similar cavity used


Fig. 10.76.-Production model of capacity-loaded cavity used at $300 \mathrm{Mc} / \mathrm{sec}$.
at $300 \mathrm{Mc} / \mathrm{sec}$ has been produced on a fairly large scale in the form shown in Fig. 10.76.

A practical procedure for the design of high- $Q$, quarter-wavelengthcoupled filters in waveguide is illustrated in Fig. 10.77. Fach cavity of the type shown in Fig. 10.44 has a section of waveguide, one-eighth of a guide wavelength long at the resonance frequency, extending past each iris. Choke and flange connectors are alternately attached to the ends. Thus, when several cavities are connected in cascade, the cavities are effectively spaced by quarter wavelengths. As pointed out above, the choke and flange electrical connection does not disturb the operation of the filter.

Such filters have been extensively investigated. Line stretchers have been inserted between cavities and the effect of the connecting line length observed. The results differ in no way from those presented above for the case of reentrant cavities. As many as four cavities with a loaded


Fig. 10.77.-Practical form of filter composerl of $\lambda_{0} / 4$-coupled, waveguide tavities. $Q$ of 130 and a resonance wavelength of 3.3 cm have been successfully coupled. The observed characteristics in no case differ from the expected behavior by more than an amount accounted for by dissipation. The midband loss due to dissipation was about 0.4 db per cavity for the particular type of cavities used. Since the detailed design of rectangular cavities with given loaded $Q$ and $\omega_{0}$ has been considered in Sec. 10.7, no further discussion is required here.
10.13. Filters Employing Quarter-wavelength-coupled Resonant Irises.-A discussion of practical quarter-wavelength-coupled filters would not be complete without a description of the special type employing resonant irises. In fact, this type of filter was built before quarter-wavelength-coupled cavities were contemplated. The use of resonant irises is indicated in all cases where the loaded $Q$ is sufficiently low, about 40, and space is at a premium. The reasons for using resonant irises instead of cavities have been discussed in Sec. 10.7.

One of the outstanding uses of this type of filter, 9 and 10 , is in the construction of broadband TR tubes, illustrated in Fig. 10.78. These tubes have been designed and manufactured for operation at both 3000 and $10,000 \mathrm{Mc} / \mathrm{sec}$. Their properties are fully discussed in Vol. 14, Chap. 3, to which the reader should refer for a detailed discussion. However, for the sake of completeness it seems worth while to mention a few of their electrical features. The tubes generally contain four or five resonant irises. Two of these irises are ovoid windows which serve
to seal the tubes; the others are of the dumbbell-slot variety. The loaded $Q$ of all the elements is usually equal to about 4. Since the loaded $Q$ is very low, its value is not critical. Moreover, the tolerance on the


Fig. 10.78.-A broadband TR tube illustrating quarter-wavelength coupling of resonant irises.
tuning is so large that fixed-tuned irises may be used and, therefore, no adjustment is required after assembly. A typical curve illustrating the input voltage standing-wave ratio for such a tube is shown in Fig. 10.79.

When a filter with a narrower band is desired, it is no longer feasible to use resonant irises of the dumbbell-slot type. In fact an iris with a loaded $Q$ of 30 and a resonance frequency of 2880 $\mathrm{Mc} / \mathrm{sec}$ for use in a $1 \frac{1}{2}$ - by 3 -in. waveguide has a capacitative gap of only 0.004 in . The required tolerances in $Q_{L}$ and $\omega_{0}$ are such that a tuning screw must be provided. However, since the total range of the tuning screw must be


Fig. 10.79.-VSWR characteristics of the TR tube shown in Fig. 10.78. less than 0.004 in., this adjustment is extremely critical. An iris suitable for narrow-band filters is the simple circular opening shown in Fig. $10 \cdot 80 a$ and $10 \cdot 80 b$. This iris resonates when the periphery of the opening


Fic. 10.80.-Irises suitable for narrowband filters.
is approximately equal to half a wavelength. The voltage standing-wave ratio for an iris of this type is plotted in Fig. 10.81. Such an iris may be machined to a very close tolerance and, moreover, may be tuned over a reasonable range with a capacitive screw. Since the capacitive screw is only a trimmer and carries a small fraction of the current at resonance, it does not introduce so much dissipation as a tuning screw in a dumbbellslot iris of the same loaded $Q$. Furthermore, the tuning rate of a screw in a circular iris is considerably slower than that of a screw in an iris of the dumbbell-slot type. For instance, the gap width in a circular iris corresponding to a $0.004-\mathrm{in}$. gap in the dumbbell slot is 0.075 in . A filter of this type ${ }^{8}$ employing three resonant irises is shown in Fig. 10•82. The transmission characteristics plotted in Fig. 10.83 reveal a loss of about 0.5 db .

Several remarks should be made concerning the construction of $n$-iris filters. In general, the losses are found to be appreciable in silver-plated brass irises unless the silver is burnished. In fact, plain brass has been found superior to unburnished silver plating. Some care must be exercised in soldering the tuning screws after final adjustment to ensure that such soldering does not itself alter the tuning adjustment. The actual lineup procedure for a multi-iris filter of this type will be discussed in Sec. $10 \cdot 22$.
10.14. Refined Theory of Quarterwavelength Coupling.-It is perhaps worth while to review the simplifying assumptions made in the previous analysis of quarter-wavelength-cou-


Fig. 10.81.--VSWR characteristics of a typical resonant iris of the type shown in Fig. 10•80.


Fig. 10-82.-Narrow-band filter employing $\lambda_{g} / 4$-coupled resonant irises.
pled filters. The first assumption concerns the frequency sensitivity of the coupling sections. No theoretical investigation has yet been made of the distortion caused by this frequency dependence in the general case of unequal cavities or resonant irises. However, in the case of identical elements, it is possible to develop a simple expression for the power-loss ratio which takes into account the frequency dependence of the electrical length of the lines.

Let $\theta(\omega)$ be the angular length of a coupling section. At the mean frequency $\omega_{0}$ this angular length is, by detinition, equal to $\pi / 2$. Proceeding as in the case of constant angular length, for the propagation function of one section, if the characteristic impedance of the lines is unity,
$\gamma_{0}=\cosh ^{-1}\left(\cos \theta-\frac{B}{2} \sin \theta\right)$


Fig. 10.83.-Characteristics of filter shown in Fig. 10-82.
where $B$ is the susceptance of the resonant elements. The power-loss ratio for one section is still given by Eq. (184),

$$
\begin{equation*}
\frac{P_{0}}{P_{L}}=1+\frac{B^{2}}{4} \tag{192}
\end{equation*}
$$

The power-loss ratio for $n$ sections is, therefore,

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{n}=1+\frac{B^{2} \sin ^{2}\left[n \cos ^{-1}(y)\right]}{4} \frac{\sin ^{2}\left[\cos ^{-1}(y)\right]}{}=1+\frac{B^{2}}{4} U_{n}^{2}(y) \tag{193}
\end{equation*}
$$

where

$$
\begin{equation*}
y=\frac{B}{2} \sin \theta-\cos \theta \tag{194}
\end{equation*}
$$

$U_{n}(y)$ is the Trhel)ysheff polynomial of the second kind appearing in E.q. (186).

In order to compute the power-loss ratio, both 13 and $\theta$ must be expressed as functions of the frequency $\omega$, as follows:

$$
\begin{gather*}
B=2 Q_{\iota}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right)  \tag{195}\\
\theta=\frac{\pi}{2} \omega \omega_{11} / \begin{array}{l}
1-\left(\frac{\omega_{c}}{\omega}\right)^{2} \\
1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}
\end{array} \tag{196}
\end{gather*}
$$

$Q_{L}$ is the loaded $Q$ of the resonant element and $\omega_{c}$ is the cutoff frequency of the guide used as coupling line. Note that $\omega_{c}=0$ when a coaxial line is used.


Fig. 10.84.--Effect of the frequency sensitivits of coupling lines on characteristics of a filter romsisting of three elements, $\lambda_{y} / 4$ coupled.

Curve $A$ in Fig. $10 \cdot 84$ is a plot of the insertion loss obtained from Ecl. (193) for a filter consisting of three resonant irises with $Q_{L}=4$, quarter-wavelength-spaced in a 1 - by $\frac{1}{2}$-in. rectangular guide. Curve $B$, on the other hand, is a plot of the insertion loss as obtained from Eq. (186) which neglects the frequency dependence of the sections of guide. The pass band of Curve $B$ is approximately 40 per cent larger than the pass band of Curve A. Moreover, the tolerance in decibels for Curve $B$ is twice as large as for Curve $A$.

A simple formula for the ratio of the two bandwidths can be derived finm Eq. (193). For this purpose it may be assumed that both $B$ and $\theta$
are proportional to the frequency difference $\Delta \omega=\omega-\omega_{0}$; hence Eqs. (189) and (190) reduce to

$$
\begin{gather*}
B=4 Q_{L} \frac{\Delta \omega}{\omega_{0}}  \tag{197}\\
\theta=\frac{\pi}{2}\left[1+\frac{\Delta \omega}{\omega_{0}} \frac{1}{1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}}\right] \tag{198}
\end{gather*}
$$

Equation (194) can be simplified for values of $\theta$ near $\pi / 2$ by means of the following approximations:

$$
\begin{aligned}
& \sin \theta \approx 1 \\
& \cos \theta \approx \frac{\pi}{2}-\theta
\end{aligned}
$$

Then, for the variable $y$,

$$
\begin{equation*}
y \approx 2 Q_{L} \frac{\Delta \omega}{\omega_{0}}\left\{1+\frac{\pi}{4} \frac{1}{Q_{L}\left[1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}\right]}\right\} . \tag{199}
\end{equation*}
$$

It is convenient to introduce again the normalized frequency variable

$$
\begin{equation*}
x=2 Q_{L} \frac{\Delta \omega}{\omega_{0}} \tag{200}
\end{equation*}
$$

already defined in Eq. (183). The ratio $y / x$ is a constant

$$
\begin{equation*}
k=1+\frac{\pi}{4} \frac{1}{Q_{L}\left[1-\left(\frac{\omega_{c}}{\omega_{0}}\right)^{2}\right]} . \tag{201}
\end{equation*}
$$

Substituting for $y$ and $B$ in Eq. (193) by means of Eqs. (195), (199), (200), and (201),

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{n}=1+x^{2} U_{n}^{2}(k x) . \tag{202}
\end{equation*}
$$

Equation (202) is identical to Eq. (186) but for the fact that the variable of the Tchebysheff polynomial is multiplied by $k$. Let $w_{\theta}$ be the width of the pass band between the outer zeros of $U_{n}^{2}(k x)$, and $w_{\pi / 2}$ be the corresponding bandwidth for $\theta=\pi / 2$, that is, the width between the outer zeros of $U_{n}^{2}(x)$. It is evident that

$$
\begin{equation*}
\frac{w_{\pi / 2}}{w_{\theta}}=k \geqq 1 \tag{203}
\end{equation*}
$$

In the case of Fig. $10 \cdot 84$, that is, for $Q_{L}=4$ and $\omega_{c} / \omega_{0}=0.73, k$ is equal to 1.42. Equation (202) shows also that the frequency dependence of $\theta$ reduces the bandpass loss. In fact, $x^{2}$ is inversely proportional to $k^{2}$ for any given value of $U_{n}^{2}$.

The percentage error in bandwidth, which results from assuming thrat $\theta$ is independent of frequency, is inversely proportional to $Q_{L}$ and becomes


Fig. 10-85.-Effect of improper lenght of coupling line. approximately 3 per cent for $Q_{L}=50$. Therefore, such an assumption is quite reasonable in the case of narrow-band filters.

Equations (193) and (194) can also be used to study the effect of making the length of the coupling lines different from a quarter wavelength at the mean frequency $\omega_{0}$. It is clear that when $\theta\left(\omega_{0}\right) \neq \pi / 2$ the frequency characteristics of the filter are not symmetrical with respect to $\omega_{0}$. The curves of Fig. 10.85 represent the percentage transmission obtained from Eq. (193) for $n=3$ and for three different constant values of $\theta\left(\omega_{0}\right)$.

The second important assumption involved in the analysis of quarter-wavelength-coupled filters concerns the representation of cavity resonators as simple parallel resonant circuits. Figures $10.39 a$ and $10.39 b$ show that in using such a representation the series reactances of the input and output loops are neglected as well as the direct coupling between input and output terminals. The direct coupling is actually negligible in well-designed cavities. The series reactances, on the contrary, may have an appreciable effect on the bandpass characteristics of the filter.

To investigate this phenomenon, ronsider the section of a (quarter-wavelength--coupled filter shown in Fig. 10.86, in which the two serics reactances are equal to $\mathrm{X}_{0}$. In the case of rectangular (avities, $\mathrm{N}_{0}$ is of the order of magnitude of $1 / \sqrt{Q_{L}}$ [see Eq. (128)]. It follows that in computing $Z_{\text {or }}$ for the section of Fig. 10.86 $\mathrm{X}_{\|}$may be neglected whenever


FIG. 10.86.-Sertion of $\lambda_{g} / 4$-coupled filter with series reartances. $X_{0} B \ll 1$. This condition is satisfied over the pass band when $Q_{L}$ is larger than about 100. On the other hand, for $Z_{\text {sch }}$

$$
\begin{equation*}
Z_{\mathrm{scL}}=j \frac{X_{0}+\tan \frac{\theta_{0}}{2}}{1-x_{0} \tan \frac{\theta_{0}}{2}} \tag{204}
\end{equation*}
$$

In this equation the presence of $X_{0}$ may be corrected for by making $\theta$ equal to the value for which $Z_{\text {acb }}=j$, that is, approximately

$$
\begin{equation*}
\theta_{0}=\frac{\pi}{2}-2 X_{0} . \tag{205}
\end{equation*}
$$

Note that this correction is made automatically if the effective location of the terminals of the cavity is determined experimentally in accordance with the procedure outlined in Sec. $10 \cdot 12$.

As an illustration of the effect of the reactances $X_{0}$, the filter shown schematically in Fig. 10.87 will be considered. This filter consists of four irises placed in a waveguide in such a way that two cavities separated by a quarter-wavelength section of guide are formed. According to our method of design, this filter behaves like a critically coupled, doubly tuned circuit when all the irises are equal. Overcoupling and undercoupling can be obtained by varying the ratio $\rho$ of the susceptance of the two inner


Fig. 10.87.-Two rectangular cavities, $\lambda_{0} / 4-$ coupled. irises to the susceptance of the two outer irises. To find the frequencies of perfect transmission, one must solve the equation $\mathscr{B}-\mathbb{C}=0$, as indicated by Eq. (46), Sec. $9 \cdot 3$, where in this case,

$$
\begin{equation*}
B=\left(\cos \theta-b_{0} \rho \sin \theta\right)^{2}-\sin ^{2} \theta \tag{206}
\end{equation*}
$$

$\mathfrak{C}=-\left(b_{0} \rho \cos \theta+\sin \theta+b_{0} \cos \theta-b_{0}^{2} \rho \sin \theta\right)^{2}$

$$
\begin{equation*}
+\left(\cos \theta-b_{0} \sin \theta\right)^{2} \tag{207}
\end{equation*}
$$

where $b_{0}$ is the normalized susceptance of the outer irises and $\theta$ is the angular length of each cavity. The particular case of critical coupling occurs when the two $\theta$ roots of the equation $\Theta-\mathcal{C}=0$ coincide. Such degenerate roots are found for a value of $\rho$, given by

$$
\begin{equation*}
\rho^{4}=1+\frac{t}{b_{0}^{2}} \tag{208}
\end{equation*}
$$

or, for $b>10$, by

$$
\begin{equation*}
\rho \approx 1+\frac{1}{b, \frac{0}{1}} \tag{209}
\end{equation*}
$$

Note that in this case the series reactance $X_{0}$ is equal to $-\frac{1}{b_{0}}$. since critical coupling is obtained when $\rho>1$, the two cavities are effectively undercoupled when all the irises are equal. It follows that the stray series reactances have the effect of decreasing the coupling between the two cavities. However, if the loaded $Q$ of the cavities is about 100 , this effect is of the order of magnitude of only 1 per cent.

In the narrow-band extreme, the elements of a quarter-wavelengthcoupled filter may no longer be considered "dissipationless." In the theoretical section, methods for computing the effect of incidental dissipation and for correcting the design formulas have been discussed. However, in many cases the work involved in such corrections and the changes required in mechanical design do not pay sufficient dividends in improved performance to justify this procedure. It is common practice to accept such deviations from the predicted performance without compensating for them since, in many cases, the deviations are of minor importance. By way of illustration, Fig. 10.88 is included to show the


Fig. 10-88.- Effect of incidental dissipation on $\lambda_{g} / 4$-coupled resonant elements. Curves correspond to values of $g=0,0.02$, and 0.05 .
effect of a varying degree of dissipation on the characteristics of filters with two, three, and four identical resonant elements. The parameter used to measure the dissipation is the ratio of the loaded to the unloaded $Q$ of the elements.
10.15. Quarter-wavelength-coupled Filters with Tchebysheff Charac-teristics.-Most of the quarter-wavelength-coupled filters that have actually been designed and built make use of identical cavities. However, in such a design, as pointed out before, the mechanical simplicity is achieved at the cost of electrical performance. For this reason, it is perhaps worth while to investigate this matter in some detail by comparing the optimum loss characteristics of the general structure shown in Fig. 10.66 with the characteristics of filters employing identical carities. This structure can be derived from the prototype low-pass structure of


Fig. 10.89.-Off-band insertion loss for various filters having a bandpass tolerance of $1 \mathrm{db}\left(\varepsilon^{2}=0.25\right)$.

Fig. $10 \cdot 49 b$, for which the optimum behavior of the power-loss ratio is of the form (see Sec. 9-18)

$$
\begin{equation*}
\frac{P_{0}}{\overline{P_{L}}}=1+\varepsilon^{2} T_{n}^{2}(\omega) \tag{210}
\end{equation*}
$$

where $T_{n}$ is a Tchebysheff polynomial of the first kind, $n$ is the number of elements, and $\varepsilon^{2}$ is the bandpass tolerance. It will be recalled that all
the maxima of this function and its value for $\omega=1$ are equal to $1+\varepsilon^{2}$. The method of network synthesis that yields filters with prescribed powerloss ratios has been discussed in Chap. 9.


Firg. 10.90.-Off-band insertion loss for various filters having a bandpass tolerance of $0.5 \mathrm{dh}\left(\varepsilon^{2}=0.125\right)$.

A quarter-wavelength-coupled filter consisting of two identical cavities can be derived from the prototype low-pass structure of Fig. $10 \cdot 496$ in which the inductance, the capacitance, and both terminating
resistances are equal to unity. This type of design which corresponds to critical coupling has already been discussed in Sec. $10 \cdot 9$ in connection with directly coupled cavity filters. It was found there that by overcoupling the two cavities, that is, by deriving the filter from a prototype structure having a power ratio of the optimum form, the off-band loss could be increased by 6 db , while maintaining the same bandwidth and the same bandpass tolerance. Design equations for this prototype structure are presented in the same section, together with a method of compensating for the effect of incidental dissipation. Plots of the offband insertion loss of two element filters are shown in Figs. 10•89,10.90, and 10.91 for different values of the bandpass tolerance.

In the case of three identical, quarter-wavelength-coupled cavities, the power-loss ratio is of the optimum form, but the tolerance $\varepsilon^{2}$, which is equal to $\frac{1}{27}$, cannot be changed. In fact, it can be shown that Eq. (186) for $n=3$ can be rewritten in the form

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{3}=1+\frac{1}{27} T_{3}^{2}\left(x^{\prime}\right) \tag{211}
\end{equation*}
$$

by means of the change of variable

$$
\begin{equation*}
x^{\prime}=\sqrt{3} x \tag{212}
\end{equation*}
$$

This transformation is merely a normalization of the independent variable which makes the power ratio equal to $1+\frac{1}{2} 7$ for $x^{\prime}=1$.

In this connection, it is interesting to note that if the same transformation is applied to Eq. (202), which takes into account the frequency dependence of the coupling lines,

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{3}=1+\frac{1}{27 k^{2}} T_{3}^{2}\left(k x^{\prime}\right) \tag{213}
\end{equation*}
$$

This equation shows very clearly that the frequency dependence of the coupling lines reduces the bandwidth by a factor equal to $k$. Moreover, it shows that the bandpass tolerance is reduced by the factor $k^{2}$, a fact which is not evident in Eq. (202). In the particular case of Fig. 10.81, $k$ is equal to 1.42 and the maximum loss in the pass band is thus reduced by 0.8 db .

The value of $\frac{1}{27}$ for $\epsilon^{2} \mathrm{in} \cdot$ Eq. (211) corresponds to a maximum loss in the pass band equal to 0.16 db which is satisfactory in most practical cases. However, if a different tolerance is desired, the loaded $Q$ of the middle resonant element has to be different from the loaded $Q$ of the outer resonant elements. The relation between the ratio of the loaded $Q$ 's and the tolerance can be determined from the frequency behavior of the prototype structure of Fig. 10.92. The power-loss ratio of this structure

ma. 10.91 . -Insertion loss for varions filters having a bandpass tolerance of 0.25 db $\left(\varepsilon^{2}=0.0625\right)$.
is found to be

$$
\begin{equation*}
\left(\frac{P_{0}}{I_{L}}\right)_{n=3}=1+\frac{L^{2} C^{4}}{64} \omega^{2}\left[+\omega^{2}-+\left(\frac{2}{L( }-\frac{1}{C^{2}}\right)\right]^{2} . \tag{214}
\end{equation*}
$$

This equation can be identified with Eq. (210) for $n=3$, in which $T_{3}(\omega)$ is given by

$$
\begin{equation*}
T_{3}(\omega)=\omega\left(+\omega^{2}-3\right) ; \tag{215}
\end{equation*}
$$

therefore the following conditions must be satisfied for optimum frequency response:

$$
\begin{align*}
4\left(\frac{2}{L C}-\frac{1}{C^{2}}\right) & =3  \tag{216}\\
\frac{L^{2} C^{4}}{64} & =\varepsilon^{2} . \tag{217}
\end{align*}
$$

From these conditions the following two design equations can be derived:

$$
\begin{align*}
L & =\frac{8 C}{3 C^{2}+4}  \tag{218}\\
\varepsilon & =\frac{L}{8 C^{2}}=\frac{C^{3}}{3 C^{3}+4} . \tag{219}
\end{align*}
$$

In transforming the low-pass structure to a bandpass structure, the pass band of the filter is defined as the frequency band in which the power ratio is smaller than, or equal to $1+\varepsilon^{2}$. If $w$ is the width of this band, one obtains for the loaded $Q$ of the outer resenant element [see Eq. (120)]

$$
\begin{equation*}
Q_{L}=\frac{1}{2} C \frac{\omega_{0}}{w} \tag{220}
\end{equation*}
$$

and the ratio of the loaded $Q$ of the inner


Fig. 10.92.-Three-element prototype low-pass structure. element to the loaded $Q$ of the outer element becomes

$$
\begin{equation*}
r=\frac{L}{C} . \tag{221}
\end{equation*}
$$

That this ratio becomes unity for $\varepsilon^{2}=\frac{1}{27}$ can be checked.
Curves of the off-band insertion loss for different values of the maximum bandpass loss are plotted in Figs. 10.89, 10.90, and 10.91. The insertion loss for a filter derived from a constant-k low-pass section is also plotted in the same figures for the same values of bandpass loss. For a constant-k section the ratio $r$ is equal to 2 and the transmission ratio has no maxima in the pass band other than the one at the mean frequency $\omega_{0}$.

In the case of a filter consisting of four identical resonant elements, the maximum value of the power-loss ratio is found to be 1.25 . This value corresponds to a loss of approximately 1 db and a tolerance $\varepsilon^{2}=\frac{1}{4}$. The curve of the off-band insertion loss for this filter is compared in Fig. 10.89 with the corresponding curve for a four-element filter of optimum design which has the same bandwidth and the same bandpass loss. It can be seen that far from the pass band the filter of optimum design has a loss 2.65 db larger than the loss of the filter with equal elements. Since such a difference is negligible, the simple design with equal elements is quite satisfactory if a bandpass loss of 1 db is per-
mitted. If a different tolerance is desired, however, the filter must be designed following the procedure discussed in Chap. 9.

The off-band insertion loss of the filters diseussed above is, in all cases, a monotonic function which increases with the frequency deviation from the center of the pass band. The rate of cutoff, for a given bandpass tolerance, is determined by the number $n$ of resonant elements. More

(a)

(b)

Jifg. 10.93.-Prototype low-pass structures of the $m$-derived type. precisely, in the case of optimum design sufficiently far from the pass band, the insertion loss in decibels is proportional to $n$. It follows that extremely sharp cutoffs require large numbers of resonant elements. In the case of lumped-element filters, this difficulty is circumvented by using filters of the $m$-derived type, that is, filters derived from prototype structures such as the ones shown in Fig. 10.93. These structures can be designed in a number of ways, for instance, by cascading a number of actual $m$-derived sections, or by means of the direct synthesis procedure discussed in Chap. 9. The insertion loss of a low-pass filter of this type has a number of infinite peaks which coincide with the resonance frequencies of the branches of the ladder. These resonance frequencies can be placed in the vicinity of the pass band to increase the sharpness of the cutoff. The optimum design for filters of this type is discussed in Sec. 9•19.

Low-pass structures of the types shown in Fig. 10.93 can be transformed into quarter-wavelength-coupled filters by following the same procedure used in the case of the structure of Fig. 10•49b. The only difficulty encountered concerns the transformation of the resonant branches into microwave elements. Consider, then, one of the resonant

(a)

(b)

(c)

Fia. 10-94. - Transformation of resonant branches. branches of the structure of Fig. $10 \cdot 9.3 a$ which is assumed to have a cutoff frequensy $\omega_{c}$ equal to 1. This branch, shown in Fig. 10.9+a, resonates, at the frequency

$$
\begin{equation*}
\omega_{\infty}=\frac{1}{\sqrt{\overline{L C}}} . \tag{222}
\end{equation*}
$$

When the low-pass st ructure is transformed into a bandpass filter with a
bandwidth $w$ and a mean frequency $\omega_{0}$, the resonant branch is transformed into the network shown in Fig. 10.94b. Both tuned circuits resonate at the frequency $\omega_{0}$. This network cannot be realized directly at microwaves. Therefore, it is further transformed into the network of Fig. $10.94 c$ by applying Foster's reactance theorem. The resonance frequencies $\omega_{\infty_{1}}$ and $\omega_{\infty_{2}}$ of the two series-tuned circuits are given by the following equations:

$$
\begin{gather*}
\omega_{\infty_{1}} \omega_{\infty_{2}}=\omega_{0}^{2}  \tag{223}\\
\omega_{\infty_{2}}-\omega_{\infty_{1}}=w_{\infty}=\omega_{\infty} w . \tag{224}
\end{gather*}
$$

For large values of $\omega_{0} / w$ the following expressions are approximately true:

$$
\begin{align*}
& \omega_{\infty_{2}} \approx \omega_{0}+\frac{w_{\infty}}{2}  \tag{225}\\
& \omega_{\infty_{1}} \approx \omega_{0}-\frac{w_{\infty}}{2} . \tag{226}
\end{align*}
$$

The network of Fig. 10.94c places in evidence the fact that $\omega_{\infty_{1}}$ and $\omega_{\infty_{2}}$ are the frequencies at which the insertion loss of the bandpass filter becomes infinite. The values of $L_{1}$ and $L_{2}$ can be determined by requiring that the sum of the susceptances of the tuned circuits shall vanish at the frequency $\omega_{0}$ and shall have, at the same frequency, a slope equal to $2 \frac{C}{w}$. Then

$$
\begin{align*}
\frac{L_{1}}{\bar{L}_{2}} & =\frac{\omega_{\infty 2}}{\omega_{\infty_{1}}}  \tag{227}\\
\frac{L_{1} L_{2}}{L_{1}+L_{2}} & =\frac{L}{w} . \tag{228}
\end{align*}
$$

In the case of narrow-band filters, these equations yield approximately

$$
\begin{equation*}
L_{1}=L_{2}=2 \frac{L}{w} \tag{229}
\end{equation*}
$$

The network of Fig. 10.94 can be approximated in a number of


Fig. 10.95.-Microwave realizations of the resonant branches shown in Fig. 10.94. ways by means of microwave elements. In the case of coaxial-line filters with a relatively broad band, two simple stubs in shunt with the main line may be used. When the ratio $\omega_{0} / w$ is so large that stubs become impractical, cavities quarter-wavelength-coupled to the main line as shown in Fig. $10.95 a$ may be used. The $Q$ of the cavity when loaded by the characteristic impedance of the coupling line is related to $L$ by the approximate equation

$$
\begin{equation*}
Q_{L 1} \approx 2 L \frac{\omega_{0}}{w} . \tag{230}
\end{equation*}
$$

Figure 10.96 illustrates the microwave realization of a bandpass $m$-derived section. A similar arrangement of cavities can be used in the case of waveguide filters.

An entirely different approach to the problem of transforming the branch of Fig. $10.94 a$ into microwave elements is illustrated in Figs. $10.95 b$ and $10.95 c$. The branch is considered as a separate filter whose


Fig. 10.96.-Microwave realization of an m-derived section. output terminals are open-circuited. The transformation into the structure of Fig. 10.95 c can be performed exactly as in the case of a direct-coupled, two-cavity filter. Both cavities are tuned to the frequency $\omega_{0}$, and the bandwidth $w_{\infty}$ between the frequencies of infinite loss is controlled by the coupling between the two cavities. A similar arrangement can be used, of course, in the case of waveguide filters.

All the filters discussed in the preceding sections are of the bandpass type. Band-rejection filters are seldom used, but can be designed in the same manner. A lumped-element bandpass filter can always be transformed into a band-rejection filter by substituting series-tuned circuits for paralleltuned circuits and vice versa in accordance with the procedure discussed in Sec. 9.8. For instance, the structure of Fig. $10 \cdot 66 b$ would be transformed into the structure of Fig. 10.97. The L's in Fig. 10.97 are


Ftg. 10.97.-A band-rejection structure.
made equal numerically to the C's in Fig. $10 \cdot 66 b$, for coupling lines of unity characteristic impedance, and vice versa. Let the power-loss ratio of the bandpass filter be

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{L}}\right)_{\text {B.P. }}=1+f\left(x^{2}\right) \tag{231}
\end{equation*}
$$

where

$$
\begin{equation*}
x=\frac{\omega_{0}}{w}\left(\frac{\omega}{\omega_{0}}-\frac{\omega_{0}}{\omega}\right) \tag{232}
\end{equation*}
$$

The power-loss ratio of the band-elimination filter obtained from the bandpass filter as explained above is given then by

$$
\begin{equation*}
\left(\frac{P_{0}}{P_{l}^{-}}\right)_{\mathrm{B}, .}=1+f\left(\frac{1}{x^{2}}\right) . \tag{233}
\end{equation*}
$$

This equation shows that the pass band and the rejection band have been


Fig. 10.98.-Two alternative microwave realizations of band-rejection structure.
interchanged in the frequency spectrum; thus the frequencies corresponding to $x= \pm 1$, that is, the two ends of the pass band are left fixed.

Microwave band-rejection filters can be designed without difficulty by using quarter-wavelength couplings as in the case of bandpass filters. Figure $10 \cdot 98 a$ illustrates a practical realization of a waveguide filter of this type. The cavities are placed in series with the guide and therefore they behave like paralleltuned circuits in scries with the line. However, this type w' structure and the structure of Fig. 10.97 have the same insertion loss. This equivalence can be

(a)

Fig. 10.99.-A series-resonant structure with its equivalent circuit. checked easily by simply adding quarter-wavelength sections at both ends of either structure. A structure more directly equivalent to the filter of Fig. $10 \cdot 97$ would consist of cavities coupled in shunt to the main guide, as shown in Fig. 10.98b. The input terminals of these cavities are effec-
tively spaced one-quarter wavelength from the guide since no reflection takes place in the guide when these terminals are short-circuited. In the case of coaxial-line filters, cavities quarter-wavelength-coupled to the main line, such as the ones shown in Fig. 10.96, may be used.

Transmission-resonant irises have their counterpart in the rejectionresonant irises which behave approximately like series-tuned circuits. Rejection irises can be obtained from transmission irises by the simple procedure of interchanging metal with hole. A very simple type of rejection iris is shown in Fig. 10-99 together with its equivalent circuit. Irises of this type can be quarter-wavelength-spaced in a guide to form a broadband rejection filter. The design procedure is the same as in the case of bandpass filters, apart from the transformation from bandpass to band-rejection filter already discussed above.

## MISCELLANEOUS FILTERS

10-16. Lattice Networks.-Symmetrical lattice networks are extensively used in the process of designing lumped-element filters because


Fig. 10.100.-Simple waveguide magic T and its equivalent circuit.
they represent the most general form of symmetrical two-terminal-pair network. However, they are seldom used as final filter structures because they require extremely close tolerances on the values of the elements. The reader can be convinced of this fact by noting that proper operation of a lattice filter requires perfect coincidence of the critical frequencies of the series and shunt arms. Small differences between corresponding critical frequencies may produce considerable distortions of the frequency characteristics of the filter.

In spite of these practical considerations, it is of interest to inquire whether it is possible to simulate a lattice network by means of waveguides. An investigation of this question reveals that the simple magic T ' may be regarded as the nucleus of a lattice network. It will be recalled that a magic T in rectangular waveguide consists of an $H$-plane T and an
$E$-plane $T$ formed at the same point of a waveguide, as shown in Fig. $10 \cdot 100 a$. If, now, two of the arms of a properly matched magic $T$ are terminated with impedances $Z_{a}$ and $Z_{b}$ as schematically represented in Fig. $10 \cdot 100 b$, the behavior of the resulting two-terminal-pair network may be represented by the lattice network of Fig. $10 \cdot 100 c$.

As in the case of a lattice network, it is found that in a magic-T filtes the impedances connected to the $A$ and $B$ arms must be held to very close tolerances. Moreover, the behavior of a magic T can be made to approximate the behavior of a simple lattice network only over a limited frequency range. For these reasons, magic-T filters are not, in general, feasible although they may present advantages in very special cases.
10.17. Mode Filters.-It is sometimes desirable to transmit energy through a waveguide or a coaxial line in a single preferred mode. For this purpose, structures have been designed that selectively propagate certain modes while reflecting others. Such devices are known as "mode filters." These filters are outside the scope of this chapter but reference may be made to Chap. 7 for a detailed discussion of their application in rotary joints.

In certain special cases, however, mode filters may be used with advantage to provide frequency discrimination. Thus, if the two frequencies to be separated are extremely close together, it is often simpler to arrange to propagate the two frequencies in different modes and to utilize the difference in mode rather than the difference in frequency as the basis for discrimination. As an example, the simple case will be considered in which it is desired to separate two signals of slightly different frequencies received by the same antenna. If the antenna is designed to receive circularly polarized waves, it will accept waves of all possible polarizations. If the two waves to be received are plane-polarized at right angles, they may be transmitted through the same guide using different modes of propagation or different polarizations of the same mode. The two modes can then be separated by means of a mode filter. In this manner, it is possible to achieve without difficulty 20 - to $30-\mathrm{db}$ discrimination over a band of a few per cent. A filter that performs the same operation by frequency discrimination would become progressively more complex as the frequency difference between the two signals became smaller. Unfortunately, it is difficult by this method to extend this principle to obtain discrimination between more than two frequencies or to separate two signals of widely different frequencies.
10.18. Absorption Filters.-In some cases, in which it is desirable to attenuate a wide band of frequencies, the use of absorption filters is indicated. Such filters do not discriminate by reflection but by dissipation and, consequently, their use is limited to those cases where the attenuated frequencies are not to be utilized. Although substances, such as
ammonia, which have absorption bands in the microwave range are known, in general the application of absorption filters is limited to lowpass filters with gradual cutoffs. In these cases, it is possible to find suitable solid dielectric materials for which the loss functions vary as in Fig. 10.101. The dielectric may then be introduced into the transmission line or waveguide as a


Fig. 10.101.-Attenuation as a function of frequency for dielectrics with constant loss angles, and for Corning Glass No. 6460. slug with suitable tapers to avoid reflections. For design information on dielectric materials, the reader is referred to a comprehensive report by A. von Hippel. ${ }^{20}$
10.19. Multiplexers.-In the terminology of communication engineering, a multiplexer is a device for separating signals of different frequencies present in the same circuit and directing them into subsidiary circuits, or vice versa. Such a device is not to be confused with a duplexer as used in radar for electronic switching in systems designed to transmit pulses and detect subsequent echoes. Multiplexers permit the transmission of a number of signals from one station to another without the introduction of appreciable crosstalk and constitute, therefore, one of the main applications of filters.

It is obvious that microwave multiplexing requires a method of connecting channel filters across a transmission line or waveguide in such a way that the power in each signal is diverted to the appropriate branch with negligible loss. One such method, analogous in principle to that used in radar duplexing, has been experimentally tested by Fox ${ }^{14}$ and found to be very satisfactory. This multiplexer, schematically represented in Fig. 10•102, consists of $n$ bandpass filters centered at the $n$ frequencies of the signals to be separated. Each of these filters is connected in shunt to the main transmission line. For frequencies within a particular channel, the corresponding filter acts as a shunt impedance approximately equal to the characteristic impedance of the line; for such frequencies, the remaining filters appear as open circuits.

It follows from the above discussion that a signal of frequency $\omega_{k}$ within a particular channel is effectively aware of the prevence of only one filter, namely, the one tuned to its own frequency. If the main guide is then short-circuited at the proper place, that is, approximately an odd number of quarter wavelengths from the center of the $k$ th side branch,
the signal of frequency $\omega_{k}$ is matched into this branch without appreciable loss. The input iris of the last filter may be substituted for the end plate of the guide, as shown in Fig. 10•102, without modifying the behavior of the system. The branches containing all the other filters are then connected to the main guide at the proper distance from the input iris of the last filter as shown in Fig. 10•102. In the particular case considered, each filter consists of a simple cavity. However, more complex filters can be


Fig. 10-102.-A multiplexer.
used if required by the frequency separation of the channels. Coaxialline multiplexers similar to the waveguide multiplexer just described can be designed in a similar manner.

## ASSEMBLY AND TEST PROCEDURES

10.20. Broadband Filters.-For broadband filters where the pass band is greater than 10 per cent in frequency, the mechanical tolerances are sufficiently loose, in general, to eliminate the necessity for adjustment after assembly. It suffices to check the insertion loss at several points in the pass band, for example, at the center and edges, to ensure that no gross mechanical error is present in the particular filter under test. The exact test procedure depends on the particular specifications, but usually does not present a major problem. For the measurement of insertion loss, an apparatus of the general type schematically represented in Fig. $10 \cdot 103$ is needed. When the generator is isolated from the filter
under test by an attenuating pad which reflects negligible power, and when a well-matched detector terminates the line, a comparison of the power reaching the detector with and without the filter interposed determines the insertion loss. It is wise to use a power monitor on the generator to ensure that the power output of the generator is unaltered by reflections from the filter since it is often not feasible to use sufficient


Fig. 10-103.-R-f bench for testing broadband filters.
padding to provide complete isolation. In this manner, it is possible to ascertain insertion losses up to about 60 db . For higher attenuations, extreme care must be exercised to avoid direct r-f leakage from the generator to the detector. In many cases, the available power from the generator is such that with 60 db of attenuation in the filter plus adequate padding, the power level is below the limit of sensitivity of the detector.

It should be recalled in the


Fig. 10.104.-Insertion loss for three filters of the same type, illustrating reproducibility. testing of broadband filters that spurious results are often introduced by the fact that the connectors to the filter are not sufficiently frequency-insensitive. For this reason, it is common practice to insert dummy connectors of the same type employed in the filter between the generator and load when the measurements are made with the filter removed. It must be realized, however, that this procedure does not determine the over-all insertion loss produced by the filter in actual practice.

As an example of the over-all reproducibility of electrical characteristics including both manufacturing and test errors, curves for a number of Type 2 filters described in Sec. 10.3 are shown in Fig. 10•104.
10.21. Narrow-band Filters.-Point-by-point determination of insertion loss as a function of frequency is cumbersome but possible whenever
adjustments after assembly are not required. In narrow-band filters, where mechanical tolerances are close and compensating adjustments must be made after assembly, the point-by-point procedure becomes prohibitively expensive and other test and lineup procedures must be found. It is highly desirable in lining up multicavity filters, for instance, to be able to ascertain at a glance the effect of a small change of any one of the parameters of the system on the whole loss characteristic. In the


Frg. 10-105.-Schematic diagram of a volume control for a reflex oscillator.
case of narrow-band filters, it is possible to sweep a generator over the range of frequencies concerned and observe on a cathode-ray tube a frequency plot of the power transmitted by the filter to a detector. In order for the trace on the screen to represent sufficiently well the frequency characteristics of the filter alone, a scheme that keeps the output power of the generator constant over the frequency band of interest must be provided. A generator with such a volume control, used in conjunction with a frequency-insensitive detector, provides an adequate test system.

A circuit that maintains a constant output power from a reflex oscillator* is shown schematically in Fig. 10.105. A small fraction of the power carried by the wave traveling from the generator to the load is coupled into a detector by a directional coupler. The recti-

lisc. 10-106.- Power output of a reflex oscillator as a function of the reflector voltage. fied voltage from the detector is amplified and applied to the voltage regulator which controls the reflector voltage of the generator. Whenever possible, it is desirable to modulate the tube because high-gain d-c amplifiers are, in general, very trouble.

[^63]some. In this case, the output of the amplifier must be rectified before being fed into the voltage regulator.

Fig. $10 \cdot 106$ shows a typical plot of the output power of a reflex oscillator as a function of the reflector voltage for a given resonance frequency of the cavity. If the reflector voltage is initially adjusted for operation at the point $A$, any small change of the power coupled into the detector produces a large change of the reflector voltage, which in turn corrects the output power of the tube. This correction can be adjusted to have the proper sign for stable operation. The stability conditions can be expressed mathematically in the following manner. The reflector voltage $V_{r}$ consists of two components $V_{0}$ and $V_{c} . \quad V_{0}$ is independent of the output power of the tube and is manually adjusted, whereas $V_{c}$ is a function of the output power specified by

$$
\begin{equation*}
V_{c}=f(P) . \tag{234}
\end{equation*}
$$

The tube characteristics can be expressed by

$$
\begin{equation*}
P=\phi\left(V_{r, \omega}\right)=\phi\left[\left(V_{0}+V_{c}\right), \omega\right] \tag{235}
\end{equation*}
$$

where $\omega$ is the resonance frequency of the cavity. The output power can be determined by substituting Eq. (234) for $V_{c}$ in Eq. (235) and solving for $P$. Let $P_{0}$ be a value of the output power that can be obtained at any frequency within a specified band centered at $\omega_{0}$. $\quad V_{0}$ can then be adjusted to the value for which Eqs. (234) and (235) are satisfied by $P=P_{0}$ and $\omega=\omega_{0}$. This condition of operation is stable if

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial V_{c}} \cdot \frac{d V_{c}}{d P}\right)_{P=P_{0}}<0, \tag{236}
\end{equation*}
$$

that is, if a positive increment of $P$ in Eq. (23-4) corresponds to a negative increment of $P$ in Eq. (235). If this condition is not satisfied at the point $A$ in Fig. 10.106, it will certainly be satisfied at the point $B$ and vice versa.

Suppose now it is desired to vary $\omega$ over the specified band centered at $\omega_{0}$ while keeping the deviation of $P$ from $P_{0}$ within a given magnitude $\Delta P_{0}$. Let $\Delta V_{c}$ be the maximum change of $V_{c}$ required, according to Eq . (235), to keep $P$ within these specified limits. This change of reflector voltage can always be obtained by means of the feedback circuit, provided the gain of the amplifier is sufficiently high. It follows that $\Delta P_{\|}$ can be made arbitrarily small. Note that the only restriction to be placed on the functions $f(P)$ and $\phi\left[\left(V_{0}+V_{c}\right), \omega\right]$ is that they must satisfy Eq. (236) for all values of $P$ considered.

The directional coupler and the detector have been implicitly assumed to be frequency-insensitive. This is not the case in practice, however; the minimum value of $\Delta P_{0}$ is therefore actually limited by the frequency
behavior of the r-f components. In fact, the output voltage of the detector, rather than the output power of the tube, is the quantity that is kept constant. Detectors of the barretter type can be matched to a VSWR less than 1.2 over a 10 per cent band. The frequency behavior of the directional coupler is therefore the actual limiting factor.

The volume control scheme of Fig. $10 \cdot 105$ has been tried out in connection with a type 2 K 45 oscillator. This tube is thermally tuned by controlling the grid voltage of a triode, which is the heating element. The resonance frequency of the cavity can thus be swept over a 10 per cent band with a 14 -sec period* by alternating the control grid voltage over a suitable range. Any convenient on-off circuit can be used for this purpose. The same circuit can also provide the required sweep voltage for the oscilloscope presentation mentioned above. The long period associated with thermal tuning requires the use of a long persistence screen.

The accuracy of the measurement of the insertion loss of a filter may be improved by the use of logarithmic amplifiers in comparing the incident power with the power transmitted through the filter. If the output voltages of two logarithmic amplifiers are proportional, respectively, to the logarithm of the incident power and to the logarithm of the transmitted power, their difference is by definition proportional to the insertion loss. This method of measurement can be used in connection with the sweep frequency oscillator described above. If the output voltages of the two amplifiers are connected directly to the vertical plates of the oscilloscope, the vertical deflection of the beam will be proportional to the insertion loss. A plot of the insertion loss as a function of frequency can thus be obtained.

A satisfactory type of logarithmic amplifier ${ }^{21}$ makes use of a special type of germanium crystal, in which the "cat whisker" is welded to the surface of the crystal. For these crystals the static voltage-current characteristics obey the logarithmic law

$$
V=K \log I
$$

sufficiently well over a range of currents as large as 1000 to 1 . If a crystal of this type is used as the plate load of a pentode, the voltage across the crystal will be proportional to the logarithm of the grid voltage of the pentode. Appropriate current feedback must be used to counteract the effect of the nonlinearity of the tube characteristics that would otherwise limit the accuracy of the logarithmic response. Other stages of amplification of conventional design can be used before and after the stage in which the crystal is connected.

* When tubes with external cavities are avalable, mechanical tuning permits frequency modulation at audio rates.

Quarter-wavelength-coupled filters are lined up experimentally in the following manner. Each cavity is tuned separately to the correct frequency. The value of the loaded $Q$ is checked at the same time. The cavities are then connected and the frequency response of the filter is observed on the screen of an oscilloscope in the manner described above. Small readjustments of the elements are then made to obtain optimum bandpass characteristics. In general, if a filter is aligned for optimum bandpass characteristics, the off-band insertion loss will behave as predicted. The loss in the pass band depends critically on the alignment, and with a swept generator it takes only a matter of minutes to adjust a four-cavity filter. Without a swept generator and the auxiliary detecting apparatus, such an adjustment may require days of tedious measurements.

The alignment of a doubly resonant cavity may be easily accomplished with the same apparatus in the following manner. With the coupling screw almost removed, the screws that independently tune the two modes are adjusted until the transmission curve consists of a single peak of maximum amplitude. The coupling screw is then adjusted until the dip between the two peaks is equal to the allowed bandpass tolerance. The whole curve is then shifted to the desired resonant frequency by tuning both modes with a movable end membrane or by readjusting both tuning screws simultaneously. A filter consisting of two direct-coupled cavities can be lined up in the same manner.

10-22. Quarter-wavelength-coupled Filiers.-In certain cases, special lineup procedures, which do not require swept generators, are practical. As an example, a method of adjusting quarter-wavelength-coupled filters is described. The apparatus required is schematically illustrated in Fig. 10•107. A frequency-stabilized generator should be used in connection with narrow-band filters. The filter to be adjusted is inserted between two standing-wave detectors in a line that is perfectly texminated. Initially, the resonant elements (cavities or irises) are all detuned and the generator is adjusted to the desired resonant freduency. Under these circumstances a large standing wave exists in the first slotted section. The positions $A$ and $A^{\prime}$ of two minima of the voltage standing wave are determined. The first iris is then tuned until one of the minima coincides with the point $B$, half way between $A$ and $A^{\prime}$, that is, until the standing-wave minima are shifted by $\lambda_{a} / 4$. The second iris is now tuned until the minima shift back to their original positions, $A$ and $A^{\prime}$. Thus, successive irises are tuned by alternately adjusting the position of a standing-wave minimum to occur at $A$ and $B$. The last iris, however, cannot be tumed by this procedure. It should be adjusted to the desired midband response, that is, in many cases, maximum output power. Note that in the case of lossy filters the adjustment for
maximum output power does not yield unity standing-wave ratio in the input line. After these adjustments are made, the filter is checked at the edges of the pass band to make sure that the over-all behavior of the filter is satisfactory.

The details of the adjustment and test procedure may vary from filter. to filter. However, it cannot be overemphasized that eass of adjustment should be a prime consideration in the design of any filter. Moreover.


Fig. 10.107.-Test bemch for $\lambda_{i} / 4$-coupled filters.
versatile test benches, including swept oscillators and logarithmic amplifiers, are of great help in laboratory work and become a virtual necessity in the case of quantity production of multielement filters.
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